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1 Introduction
The goal of these notes is to compute the gravitational action for the simplest example
– the massive Majorana fermion – where it is possible to compare the DDK ansatz
with an explicit computation.

The following cases are treated in the literature (see also [1, 2]):

• Weyl [3–5];

• Majorana [6];

• Majorana–Weyl [7, 8].

The paper [9] summarizes the effective action for all the particles from spin 0 to
3/2 and ghosts. For computations see [8, 10]. Very useful papers for the definition
of the path integrals (with zero-modes, Majorana condition, etc.) are [11–15] (see
also [16–18]).

The action for Majorana–Weyl fermion can be written covariantly by using the
operator ∂µ± iϵµν∂ν [9]. Something similar may be possible for Euclidean by looking
only at one of the two holomorphic components.
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2 Classical action
For formulas with Dirac matrices and fermions see appendices A and B.

The different representations of the gamma matrices described in this section are
given in the local frame. As a consequence, the action is also written in the local
frame (in particular, ∂0 and ∂1 denote derivatives with respect to the local frame
coordinates).

2.1 Lorentzian signature

The action for a Majorana fermion on a curved space with Lorentzian signature is

S = − i
4π

∫
d2x√g Ψ̄( /∇−m)Ψ, (2.1)

where Ψ̄ := Ψ†γ0. Note the additional 1/2 factor with respect to the Dirac action,
and the normalization is taken to be 1/2π. Since the fermion is Majorana, the flip
relation (B.35) implies that the connection term vanishes. Nonetheless, there are
some subtleties that we describe below.

2.1.1 Dirac matrices

The Clifford algebra is
{γµ, γν} = 2ηµν (2.2)

where ηµν = diag(−1, 1). The matrices γ0 and γ1 are respectively anti-Hermitian
and Hermitian

(γµ)† = −γ0γµγ0. (2.3)

These matrices can be found from the Euclidean ones by multiplying the 0-th one by
i. The chirality matrix is defined by

γ∗ = γ0γ1. (2.4)

using η∗ = −1.
Different relations are:

γ̂−1 = γ̂† = −γ̂, (2.5a)
γ̂t = −η Cηγ̂C−1

η , γ̂∗ = −γ̂t, (2.5b)
γµν = −η∗ ϵµνγ∗, (2.5c)
Bζ = −ξϵη Cηγ̂, (2.5d)
BζB

∗
ζ = ϵ η. (2.5e)

The Majorana condition reads:

Ψ∗ = BΨ, ϵ η = 1, |α| = 1, (2.6)

and setting α = 1.

2.1.2 Weyl and Majorana basis

The Majorana basis and Weyl basis coincide [19, sec. 7.5, 20, sec. 3, 21, 22, sec. 4.1]
(and [23, sec. 2.1.2] which uses (γ1,−γ0) as a basis).
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Gamma matrices The simplest representation reads:

γ0 = iσ2 =
(

0 1
−1 0

)
, γ1 = σ1 =

(
0 1
1 0

)
, γ∗ = σ3 =

(
1 0
0 −1

)
. (2.7)

This is logical since one can impose both Majorana and Weyl conditions. Note that
all matrices are real.

The charge conjugation matrix:

C+ = γ̂ = γ0, η = +1. (2.8)

Indeed, we have

C+γ
0C−1

+ = γ0 = −(γ0)t, C+γ
1C−1

+ = −γ1 = −(γ1)t. (2.9)

This implies:
ϵ = 1, (2.10)

and
B+ = −ξ C+γ̂ = 1, ζ = 1, (2.11)

using ξ = 1 for the normalization. Indeed, we have

(γ0)∗ = γ0, (γ1)∗ = γ1. (2.12)

Note that with the mostly minus signature, all matrices are rescaled by i such that
C+ is mapped to C− [15].

There is a second representation with C− = γ1, but we will not use it.

Spinors We write a Dirac spinor as

Ψ =
(
ψ+
ψ−

)
. (2.13)

The Majorana condition reads:
ψ∗
± = ψ±, (2.14)

such that the (anticommuting) components of the Majorana fermion are real.
We also find that:

P+Ψ = 2
(
ψ+
0

)
(2.15)

which shows that ψ+ has a positive chirality.
We have:

Ψ̄ =
(
−ψ∗

− ψ∗
+

)
. (2.16)
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Action It will be convenient to introduce light-cone coordinates

x± = x0 ± x1, ∂± = 1
2(∂0 ± ∂1) (2.17)

such that
γ+ =

(
0 2
0 0

)
, γ− =

(
0 0
−2 0

)
. (2.18)

We have:
γµ∂µ = 2

(
0 ∂+
−∂− 0

)
. (2.19)

This follows from:

γµ∂µ = ∂0

(
0 1
−1 0

)
+ ∂1

(
0 1
1 0

)
=
(

0 ∂0 + ∂1
−∂0 + ∂1 0

)
. (2.20)

The Dirac bilinears and kinetic operator read [19, sec. 7.5]:

Ψ̄Ψ = ψ+ψ
∗
− + ψ∗

+ψ−, Ψ̄γ∗Ψ = ψ+ψ
∗
− − ψ∗

+ψ−,

Ψ̄/∂Ψ = −2(ψ∗
−∂+ψ− + ψ∗

+∂−ψ+)
(2.21)

since we have:

Ψ̄Ψ =
(
−ψ∗

− ψ∗
+

)(ψ+
ψ−

)

Ψ̄/∂Ψ = 2
(
−ψ∗

− ψ∗
+

)( 0 ∂+
−∂− 0

)(
ψ+
ψ−

)

The kinetic term is anti-Hermitian:

(Ψ̄/∂Ψ)† = −2(∂+ψ∗
− ψ− + ∂−ψ

∗
+ ψ+)

IPP= 2(ψ∗
− ∂+ψ− + ψ∗

+ ∂−ψ+) = −Ψ̄/∂Ψ (2.22)

and a factor of i is needed in the action. [In [24] (see Extra, ch. 3), complex
conjugation also exchanges the order of fermions (or equivalently it adds a minus
sign). Does this change this property?] ⇐ 1

For a Majorana fermion, we have:

Ψ̄Ψ = 2ψ+ψ−, Ψ̄γ∗Ψ = 0,
Ψ̄/∂Ψ = −2(ψ−∂+ψ− + ψ+∂−ψ+).

(2.23)

The action (2.1) can be rewritten as

S = i
2π

∫
d2x√g

(
ψ+∂−ψ+ + ψ−∂+ψ− +mψ−ψ+

)
. (2.24)
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2.1.3 Variations and equations of motion

Handling this action presents some subtleties due to the fact that Ψ̄ and Ψ cannot
be treated as independent variables. First, it can be rewritten as

S = − i
8π

∫
d2σ√g

(
Ψ̄( /∇−m)Ψ− Ψ̄(

←−
/∇ −m)Ψ

)
. (2.25)

by integrating by part (2.1). Writing explicitly the covariant derivative and using
the relation (B.35) for n = 3, one finds that the connection term vanishes and this
leads to the action [6, 19]:

S = − i
4π

∫
d2σ√g Ψ̄(/∂ −m)Ψ. (2.26)

which is purely imaginary. On the other hand, canceling the connection in (2.25)
leads to

S = − i
8π

∫
d2σ√g

(
Ψ̄(/∂ −m)Ψ− Ψ̄(

←−
/∂ −m)Ψ

)
(2.27)

which is real. Now it looks like (2.27) is different from (2.26), but we can show by
integrating by part and using again the flip relation (B.35) that they agree:∫

d2x√g ∂µΨ̄γµΨ =
∫

d2x
(
Ψ̄∂µ(

√
gγµ)Ψ +√g Ψ̄/∂Ψ

)
=
∫

d2x√g
(
�������1
2 Ψ̄ωµγµγ∗Ψ+ Ψ̄/∂Ψ

)
,

using (A.46) and the flip relation in the last step. Note that no boundary term can
appear since the latter would be the derivative of Ψ̄γµΨ (and of other factors) which
vanish due to the flip relation.

The equation of motion for the imaginary action (2.26) is

( /∇−m)Ψ = 0 (2.28)

since the variation of the action is [25]

δS = − i
4π

∫
d2σ√g

(
δΨ̄(/∂ −m)Ψ + Ψ̄(/∂ −m)δΨ

)
= − i

4π

∫
d2σ√g

(
δΨ̄(/∂ −m)Ψ− Ψ̄(

←−
/∂ +m)δΨ− 1

√
g
Ψ̄∂µ(

√
gγµ)δΨ

)

= − i
2π

∫
d2σ√g

(
δΨ̄(/∂ −m)Ψ− Ψ̄(

←−
/∂ +m)δΨ− 1

4 Ψ̄/ωγ∗δΨ
)
,

where we have integrated by part in the second line, and then used the flip property
to exchange the position of Ψ and its variation

Ψ̄δΨ = δΨ̄Ψ, ∂µΨ̄γµδΨ = −δΨ̄γµ∂µΨ, Ψ̄γµγ∗δΨ = δΨ̄γ∗γµΨ, (2.29)

and the last line follows from (A.46). One should not forget to vary both Ψ and Ψ̄
since they are not independent for a Majorana field (recall that Ψ̄ ∼ Ψt): varying Ψ̄
alone would lead to the incorrect equation (/∂ −m)Ψ = 0. One recovers the same
equation from the real action (2.27), but in this case the derivation is simpler since
one can treat Ψ̄ as an independent variable since the action is symmetric in Ψ and Ψ̄.
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2.1.4 Energy–momentum tensor

[HE: check these formulas.] ⇐ 2
The (symmetric) energy–momentum tensor reads

Tµν = − i
2 Ψ̄γ(µ∂ν)Ψ+ i

2 gµνΨ̄(/∂ −m)Ψ, T = im Ψ̄Ψ. (2.30)

2.2 Euclidean signature

The (massive) Majorana fermion Ψ in two dimensions is equivalent to the (massive)
Ising model. The massless theory is a CFT with c = 1/2. The path integral of this
model on flat space can be found in [26].

The action for a Majorana fermion on a curved space with Euclidean signature
is [6]:

S = 1
4π

∫
d2x√g Ψ̄(i /∇+mγ∗)Ψ, (2.31)

where Ψ̄ := Ψ†. Note the additional 1/2 factor with respect to the Dirac action, and
the normalization is taken to be 1/2π. The i is necessary because:

(Ψ̄γµ∂µΨ)† = ∂µΨ̄γµΨ
IPP= −Ψ̄γµ∂µΨ.

Since the fermion is Majorana, the flip relation implies that the connection term
vanishes.

Weyl transformation Under a Weyl transformation of the metric

gµν = e2φĝµν , (2.32)

the action (2.31) transforms as:

S = 1
4π

∫
d2x

√
ĝ e2φΨ̄(e−

3
2φ i /∇e

φ
2 +mγ∗)Ψ, (2.33)

using the formulas from Appendix A.5. This shows that the action is invariant only
if Ψ transforms and if the mass vanishes:

Ψ = e−
φ
2 Ψ̂, m = 0. (2.34)

Note that it is necessary to take into account the transformation of the connection
in order to get the appropriate transformation of the action, see (A.50e).

2.2.1 Dirac matrices

The Clifford algebra is
{γµ, γν} = 2δµν (2.35)

where δµν = diag(1, 1). The matrices γ0 and γ1 are Hermitian:

(γµ)† = γµ (2.36)

and γ̂ is the identity matrix:
γ̂ = 1. (2.37)
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The chirality matrix is defined by

γ∗ = iγ0γ1. (2.38)

using η∗ = 1.
Different relations are:

Bζ = −ϵCη, ξ = 1, (2.39a)
γµν = −i ϵµνγ∗, (2.39b)
BζB

∗
ζ = −ϵ, (2.39c)

ζ = −η. (2.39d)

For each basis, we first consider the Majorana case:

t0 = −1, t1 = −1 =⇒ ϵ = −1, η = −1, (2.40)

which selects C− and sets ζ = +1 such that:

B+ = C−, (2.41)

Then, we consider the pseudo-Majorana case:

t0 = 1, t1 = −1, =⇒ ϵ = 1, η = 1, (2.42)

which selects C+ and sets ζ = −1 such that:

B− = C+, (2.43)

The flip relation implies:

Ψ̃1γ
µνΨ2 = −Ψ̃2γ

µνΨ1, (2.44)

and the latter vanishes for Ψ1 = Ψ2.

2.2.2 Weyl basis, Majorana signs

Gamma matrices In the Weyl basis (Majorana signs), the Dirac matrices are [27,
sec. 12.6.1]:

γ0 = σ2 =
(
0 −i
i 0

)
, γ1 = σ1 =

(
0 1
1 0

)
, γ∗ = σ3 =

(
1 0
0 −1

)
. (2.45)

The matrices γ1 and γ∗ are symmetric and real, γ0 is anti-symmetric and imaginary.
The charge conjugation matrix is then

C− = B+ = γ1. (2.46)

Indeed, γ1 is symmetric as it should and:

C−γ
0C−1

− = −γ0 = (γ0)t, C−γ
1C−1

− = γ1 = (γ1)t. (2.47)
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Spinors Writing a spinor as

Ψ =
(
ψ̄
ψ

)
, (2.48)

its Dirac conjugate is:
Ψ̄ =

(
ψ̄∗ ψ∗

)
. (2.49)

We find that ψ and ψ̄ have respectively negative and positive chiralities:

P+Ψ = 2
(
ψ̄
0

)
. (2.50)

The Majorana condition states that the components are conjugate to each others:

ψ∗ = ψ̄. (2.51)

Action It will be convenient to introduce complex coordinates:

z = x0 + ix1, z̄ = x0 − ix1, ∂ = 1
2(∂0 − i∂1), ∂̄ = 1

2(∂0 + i∂1). (2.52)

We have:
γµ∂µ = 2i

(
0 −∂̄
∂ 0

)
. (2.53)

This follows from:

γµ∂µ = ∂0

(
0 −i
i 0

)
+ ∂1

(
0 1
1 0

)
=
(

0 −i∂0 + ∂1
i∂0 + ∂1 0

)
. (2.54)

The Dirac bilinears and kinetic operator read:

Ψ̄Ψ = ψ∗ψ + ψ̄∗ψ̄, Ψ̄γ∗Ψ = −ψ∗ψ + ψ̄∗ψ̄,

Ψ̄/∂Ψ = −2i ψ̄∗∂̄ψ + 2iψ∗∂ψ̄
(2.55)

since we have:

Ψ̄Ψ =
(
ψ̄∗ ψ∗

)(ψ̄
ψ

)

Ψ̄/∂Ψ = 2i
(
ψ̄∗ ψ∗

)(0 −∂̄
∂ 0

)(
ψ̄
ψ

)
For a Majorana fermion, we have:

Ψ̄Ψ = 0, Ψ̄γ∗Ψ = 2ψψ̄,
Ψ̄/∂Ψ = 2iψ∂̄ψ − 2i ψ̄∂ψ̄

(2.56)

The action (2.31) for a Majorana fermion can be rewritten as [28, sec. 9.2.2,
eq. (171), sec. 10.5.2, eq. (326b)][sec. 4]DHoker:1986:LoopAmplitudesFermionic:

S = 1
2π

∫
d2x√g

(
ψ∂̄ψ − ψ̄∂ψ̄ +mψψ̄

)
. (2.57)

The second term comes with a minus sign which is not the usual normalization [29,
app. A.1, 30, 23, sec. 5.3.2, 31]. However, this is just a consequence of choosing the
representation C−: using the inequivalent representation C+ changes the relative
sign between the two terms, showing that the difference is not physical.
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2.2.3 Weyl basis, Majorana signs, alternative basis

Gamma matrices We consider again the Weyl basis (Majorana signs) but exchange
γ0 and γ1 [16, app. A]:

γ0 = σ1 =
(
0 1
1 0

)
, γ1 = σ2 =

(
0 −i
i 0

)
, γ∗ = σ3 =

(
−1 0
0 1

)
. (2.58)

The matrices γ0 and γ∗ are symmetric and real, γ1 is anti-symmetric and imaginary.
The charge conjugation matrix is then

C− = B+ = γ0. (2.59)

Indeed, γ1 is symmetric as it should and:

C−γ
0C−1

− = γ0 = (γ0)t, C−γ
1C−1

− = −γ1 = (γ1)t. (2.60)

Spinors Writing a spinor as

Ψ =
(
ψ
ψ̄

)
, (2.61)

its Dirac conjugate is:
Ψ̄ =

(
ψ∗ ψ̄∗

)
. (2.62)

We find that ψ and ψ̄ have respectively negative and positive chiralities:

P+Ψ = 2
(
0
ψ̄

)
. (2.63)

The Majorana condition states that the components are conjugate to each others:

ψ∗ = ψ̄. (2.64)

Action We have:
γµ∂µ = 2

(
0 ∂
∂̄ 0

)
. (2.65)

This follows from:
γµ∂µ = ∂0

(
0 1
1 0

)
+ ∂1

(
0 −i
i 0

)
. (2.66)

The Dirac bilinears and kinetic operator read:

Ψ̄Ψ = ψ∗ψ + ψ̄∗ψ̄, Ψ̄γ∗Ψ = −ψ∗ψ + ψ̄∗ψ̄,

Ψ̄/∂Ψ = 2ψ̄∗∂̄ψ + 2ψ∗∂ψ̄
(2.67)

since we have:

Ψ̄Ψ =
(
ψ∗ ψ̄∗

)(ψ
ψ̄

)

Ψ̄/∂Ψ = 2
(
ψ∗ ψ̄∗

)(0 ∂
∂̄ 0

)(
ψ
ψ̄

)
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For a Majorana fermion, we have:

Ψ̄Ψ = 0, Ψ̄γ∗Ψ = 2ψψ̄,
Ψ̄/∂Ψ = 2ψ∂̄ψ + 2ψ̄∂ψ̄

(2.68)

The action (2.31) for a Majorana fermion can be rewritten as:

S = 1
2π

∫
d2x√g

(
iψ∂̄ψ + i ψ̄∂ψ̄ +mψψ̄

)
. (2.69)

The second term comes with a minus sign which is not the usual normalization.
However, this is just a consequence of choosing the representation C−: using the
inequivalent representation C+ changes the relative sign between the two terms,
showing that the difference is not physical.

2.2.4 Weyl basis, pseudo-Majorana signs

Gamma matrices In the Weyl basis (pseudo-Majorana signs), the Dirac matrices
are still (2.45) but we take the charge conjugation matrix to be:

C+ = B− = γ0. (2.70)

Indeed, γ0 is anti-symmetric as it should and:

C+γ
0C−1

+ = γ0 = −(γ0)t, C+γ
1C−1

+ = −γ1 = −(γ1)t. (2.71)

Spinors Writing a spinor as

Ψ =
(
ψ1
ψ2

)
, (2.72)

the Majorana condition gives:
ψ∗
1 = −iψ2. (2.73)

Hence, it is useful to define ψ2 := ψ and ψ1 := iψ̄ such that

Ψ =
(
iψ̄
ψ

)
, (2.74)

where ψ and ψ̄ are independent for a general Dirac spinor.

Action The Dirac bilinears and kinetic operator read:

Ψ̄Ψ = ψ∗ψ + ψ̄∗ψ̄, Ψ̄γ∗Ψ = −ψ∗ψ + ψ̄∗ψ̄,

Ψ̄/∂Ψ = −2ψ̄∗∂̄ψ − 2ψ∗∂ψ̄.
(2.75)

For a Majorana fermion, we have:

Ψ̄Ψ = 0, Ψ̄γ∗Ψ = 2ψψ̄,
Ψ̄/∂Ψ = −2ψ∂̄ψ − 2ψ̄∂ψ̄.

(2.76)

The action (2.31) reads in components:

S = 1
2π

∫
d2x√g

(
− iψ∂̄ψ − i ψ̄∂ψ̄ +mψψ̄

)
. (2.77)
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2.2.5 Majorana basis, Majorana signs

Gamma matrices In the Majorana basis (Majorana signs), the Dirac matrices
are [32] (and [21] up to permutation of γ0 and γ1)

γ0 = σ1 =
(
0 1
1 0

)
, γ1 = σ3 =

(
1 0
0 −1

)
, γ∗ = σ2 =

(
0 −i
i 0

)
. (2.78)

The matrices γ0 and γ1 are symmetric and real, γ∗ is anti-symmetric and imagi-
nary. The charge conjugation matrix is then the identity:

C− = B+ = 1. (2.79)

Spinors Writing a spinor as

Ψ =
(
ψ1
ψ2

)
, (2.80)

its Dirac conjugate is:
Ψ̄ =

(
ψ∗
1 ψ∗

2

)
. (2.81)

The Majorana condition states that the components are real:

ψ∗
1 = ψ1, ψ∗

2 = ψ2. (2.82)

This implies that Ψ̄ = Ψ† = Ψt.
It is straightforward to see that the components in each basis are related by [32]:

ψ = 1√
2
(
ψ1 + iψ2

)
, ψ̄ = 1√

2
(
ψ1 − iψ2

)
,

ψ1 =
1√
2
(
ψ + ψ̄

)
, ψ2 = −

i√
2
(
ψ − ψ̄

)
.

(2.83)

The corresponding change of basis matrix is

U = 1√
2

(
1 i
1 −i

)
, (2.84)

and remember that the Dirac matrices transform according to (B.13).

Action We have:
γµ∂µ = 2

(
∂1 ∂0
∂0 −∂1

)
. (2.85)

This follows from:

γµ∂µ = ∂0

(
0 1
1 0

)
+ ∂1

(
1 0
0 −1

)
=
(
∂1 ∂0
∂0 −∂1

)
. (2.86)

The Dirac bilinears and kinetic operator read:

Ψ̄Ψ = ψ∗
1ψ1 + ψ∗

2ψ2, Ψ̄γ∗Ψ = −iψ∗
1ψ2 − iψ1ψ

∗
2,

Ψ̄/∂Ψ = ψ∗
1(∂1ψ1 + ∂0ψ2) + ψ∗

2(∂0ψ1 − ∂1ψ2)
(2.87)
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since we have:

Ψ̄Ψ =
(
ψ∗
1 ψ∗

2

)(ψ1
ψ2

)

Ψ̄γ∗Ψ = i
(
ψ∗
1 ψ∗

2

)(0 −1
1 0

)(
ψ1
ψ2

)

Ψ̄/∂Ψ =
(
ψ∗
1 ψ∗

2

)(∂1 ∂0
∂0 −∂1

)(
ψ1
ψ2

)
=
(
ψ∗
1 ψ∗

2

)(∂1ψ1 + ∂0ψ2
∂0ψ1 − ∂1ψ2

)
For a Majorana fermion, we have:

Ψ̄Ψ = 0, Ψ̄γ∗Ψ = −2iψ1ψ2,

Ψ̄/∂Ψ = ψ1(∂1ψ1 + ∂0ψ2) + ψ2(∂0ψ1 − ∂1ψ2).
(2.88)

2.2.6 Analytically continued action

Some authors consider the analytic continuation from the Lorentzian action (2.1), in
which case the Dirac conjugation matrix is the same as in Lorentzian signature, γ̂ =
γ0 [23, sec. 5.3.2, 32, sec. 9.6, 9.7, 12.3], but it does not fit the proper representation
theory of Euclidean Clifford algebra. See [33] for a discussion for the Wick rotation
with spinors. For comparison, we reproduce the computation here.

After Wick rotation of the coordinates, the action (2.1) reads:

S = − 1
4π

∫
d2x√gΨ†γ0M (γµM ∇µ−m)Ψ. (2.89)

where we display explicitly the Lorentzian gamma matrices γµM . The basis (2.45) is
obtained from the basis (2.7) by Wick rotating γ0M = −iγ0E and then flipping the
sign of γ0 in order to remove the sign of γ∗. This gives:

S = 1
4π

∫
d2x√gΨ†γ0E(γ

µ
E ∇µ+m)Ψ. (2.90)

[HE: Need to reverse time or space to account properly for /∂?] From now on, we ⇐ 3
omit the index E.

We recall the basis (2.45):

γ0 = σ2 =
(
0 −i
i 0

)
, γ1 = σ1 =

(
0 1
1 0

)
, γ∗ = σ3 =

(
1 0
0 −1

)
. (2.91)

and that
/∂ = 2i

(
0 −∂̄
∂ 0

)
(2.92)

such that1

γ0/∂ = 2
(
∂ 0
0 ∂̄

)
. (2.93)

Writing the spinor as

Ψ =
(
ψ̄
ψ

)
, (2.94)

1The elements on the diagonal are exchanged in [23]. This may arise from choosing to reverse
space or time when continuing analytically.
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we find the action in components:

S = 1
2π

∫
d2x√g

(
ψ∂̄ψ + ψ∂ψ + imψψ̄

)
. (2.95)

This form can be recovered by direct analytic continuation of the action (2.24) (see
Appendix A.1.2) and changing the sign of m:

S = 1
2π

∫
d2x√g

(
ψ+∂̄ψ+ + ψ−∂ψ− + imψ−ψ+

)
, (2.96)

upon identifying:
ψ− := ψ̄, ψ+ := ψ. (2.97)

3 Functional integral
We want to setup everything needed to compute the gravitational action of the
massive Majorana fermion in Euclidean signature.

The effective action of the metric is obtained by integrating out the fermion:

e−Seff[g] :=
∫

dψ e−S[g,ψ]. (3.1)

Since the action (2.31) is quadratic, the result is the determinant of the kinetic
operator D

Seff = −1
2 ln detD (3.2)

where the 1/2 factor comes from the fact that the fermion is Majorana and the
operator D is

D := i /∇+mγ∗. (3.3)

Then, one can use the formula (A.37) to get

Seff = −1
4 ln detD2 (3.4)

with

D2 = − /∇2 +m2 = −∆+R4 +m2, (3.5)

the latter formula following from the fact that the chirality matrix commutes with
all other matrices and (γ∗)2 = 1. This is different from what happens with a Dirac
fermion, which requires to introduce the dual operator D̃ = γ∗Dγ∗.

We are interested in computing the gravitational action defined as the difference
of the effective action evaluated in two different metrics g and ĝ:

Sgrav[g, ĝ] := Seff[g]− Seff[ĝ] = −
1
4 ln detD2

det D̂2
. (3.6)

Since the connection term vanishes, one may be tempted to compute the determi-
nant of the operator D′ = i/∂ +mγ∗. It seems more logical to use D since the latter
is covariant and this is necessary to define a covariant measure on the field space.
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In particular, this measure is defined in terms of the modes which are eigenvectors
of this operator, and this amounts to solve the classical equation of motion, which
involves the covariant operator. Moreover, /∂ does not have a nice transformation
under Weyl transformations. In the literature, it is always the operator D which is
used [9] (but note that [6] does not write it in the action). This seems also more
logical since it gives correctly half of the determinant of that of a Dirac fermion.

3.1 Definition of the functional integral

In order to define the functional integral and the effective action (3.2) rigorously, we
need to expand the field in terms of eigenmodes of the operator D. However, this
procedure is more complicated for Majorana fermions than for Dirac fermions. We
follow mostly [15, sec. 13.3] (see also [16]), except that we don’t pick a specific basis.

3.1.1 Mode expansion

There is no solution to the equation

DΨ = (i /∇+mγ∗)Ψ
?= λΨ (3.7)

such that the eigenvalue is real (which is necessary for defining the heat kernel
properly) and that Ψ satisfies the Majorana condition:

λ ∈ R, Ψ∗ = CΨ. (3.8)

Indeed, by taking the conjugate of the equation and inserting the Majorana condition
one finds

DΨ = (i /∇+mγ∗)Ψ = −λ∗Ψ (3.9)

from (
− i /∇∗ +m(γ∗)∗

)
Ψ∗ = λ∗Ψ∗

−C(i /∇+mγ∗)C−1CΨ = λ∗CΨ.

This problem can be solved by looking for complex eigenvectors to be decomposed
into their real and imaginary parts (under the Majorana conjugation). Hence, we are
looking for complex eigenfunctions Ψn ∈ C of D with real eigenvalues λn (n ∈ Z) [15,
sec. 13.3]:2

DΨn = (i /∇+mγ∗)Ψn = λnΨn, λn ∈ R. (3.10)

The inner-product between two spinors ψ1 and ψ2 is defined as:

⟨ψ1|ψ2⟩ :=
1
2π

∫
d2x√g ψ1(x)†ψ2(x). (3.11)

Note that it vanishes for anti-commuting Majorana spinors (for example, in the
Majorana basis: ψ†ψ = ψtψ = 0); however, this is not a problem since the eigenmodes

2Note that we could work with real eigenmodes by inserting the matrix γ∗ on the RHS. However,
this complicates all expressions since this matrix would appear in the definition of the inner-product,
Green functions, etc.
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are commuting and complex.3 The eigenfunctions form a complete set and are
taken to be orthonormal:4

⟨Ψm|Ψn⟩ = δmn. (3.12)

By computing the inner-product with an insertion of D, we can easily check that the
eigenvalues are real:

⟨Ψn|DΨn⟩ = λn

= ⟨DΨn|Ψn⟩ = λ∗n.
(3.13)

One can check that if λn is the eigenvalue associated to ψn, then −λn is the
eigenvalue of C−1Ψ∗

n for n ̸= 0:

D(C−1Ψ∗
n) = −λn (C−1Ψ∗

n) (3.14)

as can be seen from: (
− i /∇∗ +m(γ∗)∗

)
Ψ∗
n = λnΨ∗

n

−C(i /∇+mγ∗)C−1Ψ∗
n = −λnΨ∗

n.

As a consequence, we define

∀n ∈ N∗ : Ψ−n := C−1Ψ∗
n, λ−n := −λn. (3.15)

The Majorana field is expanded on the modes Ψn as:

Ψ :=
∑
n≥0

(anΨn + a−nΨ−n), (3.16)

where the an are complex Grassmann variables and satisfy:

a−n = a†n. (3.17)

Note that in this decomposition the coefficients are taken to be Grassmann numbers
while the eigenfunctions are commuting functions. As a consequence, the normaliza-
tion (3.12) would be non-trivial even without inserting γ∗. The coefficient an can be
recovered by taking the inner-product with Ψn:

an = ⟨Ψn|Ψ⟩ . (3.18)

The Dirac conjugate is:

Ψ̄ =
∑
n≥0

(anΨt
nC + a−nΨt

−nC) =
∑
n≥0

(
anΨ̄−n + a−nΨ̄n

)
, (3.19)

using that Ψ̄ = Ψ̄c = ΨtC since (C−1)† = (C∗)† = Ct = C (for ϵ = −1), and
the second equality follows from (3.15). Since Ψ̄ = Ψ†, one can also recover the
expression (3.17) from the coefficient of Ψ̄n.

3It would be necessary to add γ∗ in the definition of the inner-product if it also appears in the
RHS of the eigenvalue equation. But, as pointed in the previous footnote, this makes all expressions
much more complicated. One particular problem is that D is not self-adjoint for this product,
instead: ⟨ψ1|Dψ2⟩ = ⟨D̃ψ1|ψ2⟩, where D̃ := γ∗Dγ∗.

4In fact, modes with λn = m (where m is the mass) are degenerate and generically not
orthonormal, see Section 3.3. However, ignoring this subtlety does not change the computation in
general and the fact that zero-modes are not orthonormal will be taken care of when needed.
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Then, we can define real modes (under the Majorana conjugate) for n ≥ 0:

χn := 1√
2
(Ψn +Ψ−n), φn := − i√

2
(Ψn −Ψ−n), (3.20)

such that
χ∗
n = Cχn, φ∗n = Cφn. (3.21)

These modes form two orthonormal sets:

⟨χm|χn⟩ = ⟨φm|φn⟩ = δmn, ⟨χm|φn⟩ = 0. (3.22)

It is then straightforward to check that these modes satisfy the equations:

Dχn = iλn φn, Dφn = −iλn χn (3.23)

since

Dχn = 1√
2
D(Ψn +Ψ−n) =

λn√
2
γ∗(Ψn −Ψ−n) = iλn φn.

Squaring this equation gives:

D2χn = Λnχn, D2φn = Λnφn, Λn := λ2n. (3.24)

This also implies:
D2Ψn = ΛnΨn. (3.25)

This means that the (χn, φn) are eigenfunctions of the second-order (Laplace-type)
kinetic operators, but not of the Dirac operator. Note that it should be related
with the decomposition of a Majorana spinor into a Weyl spinor and its complex
conjugate [24, sec. 3.4].

The eigenvalues are indexed by n ∈ N and sorted by ascending order:

0 < m2 ≤ Λ0 ≤ Λ1 ≤ · · · (3.26)

In particular, there is no zero-mode if m2 > 0 (Sections 3.2 and 3.3).
The Majorana field is expanded on the real modes as

Ψ =
∑
n≥0

(bnχn + cnφn) (3.27)

where (bn, cn) are real Grassmann variables such that

an = 1√
2
(bn + icn), a†n = 1√

2
(bn − icn), (3.28)

and we have the relation

a†nan = i
2(bncn − cnbn) = i bncn. (3.29)

Note also that the Dirac conjugate is

Ψ̄ =
∑
n≥0

(bnχtn + cnφ
t
n)C. (3.30)
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3.1.2 Evaluation of the functional integral

We want to compute the generating functional with source η:

Z[η] :=
∫

dΨ exp
(
− S[Ψ] + i ⟨η̄|Ψ⟩

)
(3.31)

where the action can be written in terms of the inner-product (3.11) as:

S[Ψ] = ⟨Ψ|D |Ψ⟩ . (3.32)

The source is decomposed as

η =
∑
n≥0

(unχn + vnφn) =
∑
n≥0

(
snΨn + s−nΨ−n

)
, s−n = s†n, (3.33)

where
sn = 1√

2
(un + ivn), s†n = 1√

2
(un − ivn). (3.34)

We have the relation:
s†nsn = iunvn. (3.35)

We can evaluate the inner-product which appears in the path integral:

⟨Ψ|D |Ψ⟩ = 2i
∑
n

λnbncn = 2
∑
n

λna
†
nan (3.36)

which comes from

⟨Ψ|D |Ψ⟩ =
∑
m,n

⟨bmχm + cmφm|D |bnχn + cnφn⟩

= i
∑
m,n

λn ⟨bmχm + cmφm|bnφn − cnχn⟩

= i
∑
n

λn(bncn − cnbn).

We also have:

⟨η|Ψ⟩ =
∑
n≥0

(unbn + vncn) =
∑
n≥0

(sna†n + s†nan). (3.37)

The functional integral reads:

Z[η] =
∫ ∏

n≥0
dbndcn exp

−i∑
n≥0

[
λnbncn + unbn + vncn

] (3.38a)

=
∫ ∏

n≥0
danda†n exp

∑
n≥0

[
− λna†nan + i sna†n + i s†nan

] . (3.38b)

The next step consists in shifting the variables an:

ān = an +
i
λn

sn, ā†n = a†n −
i
λn

s†n (3.39)
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such that

Z[η] = exp

∑
n≥0

1
λn

s†nsn

∫ ∏
n≥0

dāndā†n exp

−∑
n≥0

λnā
†
nān

 . (3.40)

The integral is a simple Gaussian integral of complex Grassmann variables:

Z[η] = exp

∑
n≥0

1
λn

s†nsn

 ∏
n≥0

λn. (3.41)

Note that only half of the eigenvalues are included because we had to combine the
real functions into complex functions, which lifts the double degeneracy that one has
with a Dirac fermion. The product of the positive eigenvalues give the squareroot of
the determinant:

∏
n≥0

λn =
√∏
n≥0

λ2n =
( ∏
n∈Z

λ2n

) 1
4
=
(
detD2)1/4 = det

(
−∆+R4 +m2

)1/4
. (3.42)

The first equality allows to write squares of eigenvalues, such that one can extend
the range to negative n after the second equality since λ−n = −λn. Using formal
manipulations of determinants, we can rewrite

√
detD2 = detD such that:

∏
n≥0

λn =
√
detD =

1/2
det

(
i /∇+mγ∗

)
. (3.43)

Taking the logarithm reproduces (3.2) and (3.4). Note that the fact that one can
take the squareroot without ambiguity (up to a sign) is a consequence of the self-
adjointness of the operator [11, p. 1470].

The Green function corresponds to

S(x, y) := ⟨x| 1
D
|y⟩ := ⟨x| 1

i /∇+mγ∗
|y⟩

=
∑
n∈Z

1
λn

Ψn(x)Ψn(y)† = i
∑
n≥0

1
λn

(
φ(x)χ(y)t − χ(x)φ(y)t

)
.

(3.44)

It follows from:

⟨x| 1
D
|y⟩ =

∑
n∈Z
⟨x| 1

D
|Ψn⟩ ⟨Ψn|y⟩ =

∑
n∈Z

1
λn
⟨x|Ψn⟩ ⟨Ψn|y⟩ . (3.45)

The Green function is antisymmetric and purely imaginary:

Sαβ(x, y) = −Sβα(y, x). (3.46)

In full similarity, we obtain the Green function of D2:

G(x, y) := ⟨x| 1
D2 |y⟩ =

∑
n∈Z

1
Λn

Ψn(x)Ψn(y)†. (3.47)

Note that S and G are 2-dimensional matrices in terms of Dirac indices. The trace
over Dirac indices is denoted by trD.
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Finally, we have that

⟨η|S |η⟩ =
∑
n∈Z

1
λn

s†nsn = 2i
∑
n≥0

1
λn

unvn, (3.48)

since

⟨η| 1
i /∇+mγ∗

|η⟩ =
∑

m,n≥0
⟨umχm + vmφm|

1
D
|unχn + vnφn⟩

= −
∑

m,n≥0

i
λn
⟨umχm + vmφm|φn⟩un +

∑
m,n≥0

i
λn
⟨umχm + vmφm|χn⟩ vn

= i
∑
n≥0

1
λn

(
− vnun + unvn

)
=
∑
n≥0

1
λn

(
− sns†n + s†nsn

)
=
∑
n≥0

sns
†
n

−λn
sns

†
n +

∑
n≥0

s†nsn
λn

=
∑
n≤0

s†nsn
λn

sns
†
n +

∑
n≥0

s†nsn
λn

.

As a conclusion, we find:

Z[η] = exp
(1
2 ⟨η|S |η⟩

)
det

(
−∆+R4 +m2

)1/4
. (3.49)

The factor of 1/2 arises because the Green function has a sum n ∈ Z but the
functional integral gives only n ≥ 0 in the exponential. This proves (3.4).

Let us pause to comment on the case where there are zero-modes (vanishing
eigenvalues). In this case, Z[η] in (3.41) looks ill-defined because the first term
diverges and the product of eigenvalues vanishes. However, the eigenvalues λn = 0
do not appear in the sum in ⟨Ψ|DΨ⟩ such that the product would be only over
strictly positive eigenvalues, n > 0. Similarly, (3.49) has instead det′D and S̃, the
determinant and Green functions without zero-modes. Moreover, the integrals over
zero-modes would remain to be done: since they are fermionic, it looks like the result
would vanish. This is solved by inserting zero-modes in the functional integral and
carefully normalizing [11, 34].

3.2 Eigenmodes and eigenvalues

In Section 3.1, we have introduced the operator D and D2 which we recall here for
convenience:

D := i /∇+mγ∗, D2 = −∆+R4 +m2. (3.50)

The eigenvalue equations for D and D2 are:

D |Ψn⟩ = λn |Ψn⟩ , (3.51a)
D2 |Ψn⟩ = Λn |Ψn⟩ (3.51b)

with the modes normalized as:

⟨Ψm|Ψn⟩ =
∫

d2x√gΨm(x)†Ψn(x) = δmn. (3.52)
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The eigenvalues are related as:

Λn = λ2n (3.53)

and are conventionally sorted by ascending order:

n ≥ 0 : Λn < Λn+1. (3.54)

Eigenvalues can be degenerate: in this case, the mode Ψn associated with the
degenerate eigenvalue Λn is a general linear combination of eigenmodes with eigenvalue
Λn. In general, we will assume that there is no degeneracy for n ̸= 0, the general
result following by continuity [35, p. 15]. The only caveat is for the lowest eigenvalue
Λ0 associated with zero-modes (Section 3.3): in most cases, the degeneracy does not
matter and we will take it into account only when necessary.

The modes are dimensionless, while λn and Λn have the dimensions of a mass
and mass-squared respectively:

[Ψn] = 0, [λn] =M, [Λn] =M2. (3.55)

We have also obtained the expressions for the Green functions in terms of modes:

S(x, y) =
∑
n∈Z

1
λn

Ψn(x)Ψn(y)†, (3.56a)

G(x, y) =
∑
n∈Z

1
Λn

Ψn(x)Ψn(y)†, (3.56b)

We note that /∇Ψn is also an eigenmode of of D2:

D2( /∇Ψn) = Λn( /∇Ψn). (3.57)

However, they are not normalized:∫
d2x√g

(
/∇Ψn(x)

)†
γ∗
(
/∇Ψn(x)

)
= Λn −m2. (3.58)

which follows by integrating by part.

3.3 Zero-modes

The problem of the zero modes of the Dirac is treated in [11] (see also [12, 14, 16]).

3.3.1 Massless fermion and properties of eigenmodes

We first consider the massless case because it allows to derive many properties on
the eigenmodes, even when m ̸= 0. Since the operator D(0) is simpler than D, it is
possible to characterize more precisely its eigenmodes. The first objective is to show
that D, D2 and D(0)2 have a common basis of eigenmodes. Next, we will show that
we can use the same basis for the eigenmodes associated with the lowest (absolute)
eigenvalue of each operator (zero-modes).

22



Quantities corresponding to the massless casem = 0 are indicated by a superscript
(0). For example, the massless Dirac operator and its square are:

D(0) := i /∇, (D(0))2 := −∆+ R

4 , (3.59)

The eigenvalues are denoted as λ(0)n and Λ(0)
n and there is a common basis of eigen-

modes Ψ(0)
n for D(0) and (D(0))2:

D(0)Ψ(0)
n = λ

(0)
n Ψ(0)

n , (D(0))2Ψ(0)
n = Λ(0)

n Ψ(0)
n , Λ(0)

n := (λ(0)n )2. (3.60)

It can be shown that D(0)2 is a positive-definite operator:

0 ≤ Λ(0)
0 < Λ(0)

1 < · · · (3.61)

It is obvious that an eigenmode Ψn of D2 with eigenvalue Λn is also an eigenmode
of (D(0))2 with eigenvalue Λ(0)

n such that:

Λn = Λ(0)
n +m2. (3.62)

This is particularly convenient since several useful properties can be deduced in
the massless case. For general properties of D(0), see [36]. However, we cannot
conclude that Ψn is also an eigenmode of D(0): this can be understood from the
fact that Ψn can be eigenmode of both D and D(0) only if it is an eigenmode of γ∗,
which is not possible (γ∗ and D(0) do not commute so they cannot be diagonalized
simultaneously).

Since (D(0))2 commutes with γ∗, it is possible to find eigenmodes Ψn,± which
diagonalize both simultaneously:

(D(0))2Ψn,± = Λ(0)
n Ψn,±, γ∗Ψn,± = ±Ψn,±, (3.63)

implying that Ψn,± are Weyl spinors.5 However, this basis must be different from
the basis Ψ(0)

n introduced above because Ψn,± are not eigenmodes of D(0) as we show
below. The modes are normalized as:

⟨Ψm,+|Ψn,+⟩ = δm,n, ⟨Ψm,−|Ψn,−⟩ = δm,n, ⟨Ψm,+|Ψn,−⟩ = 0. (3.64)

Hence, we can write the identity as:

1 =
∑
n∈Z

(
|Ψn,+⟩⟨Ψn,+|+ |Ψn,−⟩⟨Ψn,−|

)
. (3.65)

The RHS is correctly invariant when conjugating with γ∗.6
Since {γ∗, D(0)} = 0, this implies first that D(0)Ψn,± has chirality ∓ since γ∗

anticommutes with D(0). Moreover, it also implies that γ∗Ψ(0)
n is an eigenmode of

D(0) with eigenvalue −λ(0)n :

D(0)(γ∗Ψ(0)
n ) = −λn(γ∗Ψ(0)

n ). (3.66)
5Spinors in 2d Euclidean space cannot satisfy the Weyl and Majorana conditions. However,

we have seen that the eigenmodes cannot be real, such that it makes sense to impose the Weyl
condition.

6One has to be careful with the zero-modes, which are not orthonormal in general. We will see
below that everything works as expected.
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If λn ̸= 0, this implies that it is orthogonal to Ψ(0)
n and proportional to C−1Ψ(0)∗

n :

⟨Ψ(0)
m | γ∗ |Ψ(0)

n ⟩ ∝ δm,−n. (3.67)

On the other hand, if Ψ(0)
n is a zero-mode, λ(0)n = 0, then γ∗Ψ(0)

n is also a zero-mode.
We can now prove that Ψn,± are not eigenmodes of D(0) if λ(0)n ̸= 0. Writing

(3.66) for Ψn,±, we get:

D(0)(γ∗Ψn,±) = −λn(γ∗Ψn,±) = ∓λnΨn,±

= ±D(0)Ψn,± = ±λ(0)n Ψn,±
(3.68)

such that
λ
(0)
n Ψn,± = 0. (3.69)

We see that Ψn,± are eigenmodes of D(0) only if λ(0)n = 0.
A zero-mode (or harmonic spinor) of D(0) is an eigenmode Ψ0 with zero eigenvalue

λ
(0)
0 :

D(0)Ψ0 = 0, λ
(0)
0 = 0. (3.70)

It is also a zero-mode of (D(0))2 because D(0) is self-adjoint [37]:

(D(0))2Ψ0 = 0, Λ(0)
0 = 0. (3.71)

We have omitted the superscript, i.e. we write Ψ0 instead of Ψ(0)
0 because we will

find that we can use the same basis for the modes associated to the lowest (absolute)
eigenvalue of all operators. It is possible to show that D(0) admits up to g zero-modes
on a Riemann surface of genus g [38] We denote by N0 the degeneracy of eigenvalue
λ
(0)
0 = 0 and the associated zero-modes by ψ0,i (i = 1, . . . , N0):

D(0)ψ0,i = i /∇ψ0,i = 0. (3.72)

As explained in Section 3.2, Ψ0 should be understood as a general linear combination
of the zero-modes ψ0,i.

Massive modes The minimal value of the lowest eigenvalue Λ0 in the massive
case is achieved when Ψ0 is a zero-mode of (D(0))2:

D2Ψ0 = m2Ψ0 = Λ0Ψ0. (3.73)

Hence, D2 itself has no zero-mode and one has:

0 < m2 ≤ Λ0 < Λ1 < · · · (3.74)

This follows directly from (3.62).
Consider chiral zero-modes Ψ0,± of D(0)

D(0)Ψ0,± = 0. (3.75)

Then, they are also eigenmodes of D:

DΨ0,± = mγ∗Ψ0,± = ±mΨ0,±. (3.76)
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For illustration, let’s solve the equation

mγ∗Ψ0 = λ0Ψ0. (3.77)

in the Majorana basis (2.78):

γ∗ =
(
0 −i
i 0

)
, (3.78)

such that writing the field in components Ψ0 = (ψ1, ψ2) in the above system gives:

−imψ2 = λ0ψ1, imψ1 = λ0ψ2. (3.79)

Solving for ψ2 and putting back in the first equation, we find:

λ20 = m2. (3.80)

For λ0 = ±m, we have the solutions ψ2 = ±iψ1. As expected, the spinor does not
satisfy the Majorana condition (2.82).

Given the form (A.38) of D2, we see that it commutes with γ∗ such that the
Ψn,± also provide a basis of eigenmodes for D2. However, we will find it more useful
to work with the basis Ψn of eigenmodes for both D and D2. The only exception if
for zero-modes Ψ0, for which we will need to use a base of definite chiralities to be
able to prove some properties.

In the rest of these notes, we will call “zero-modes” the modes ψ0,i, with the
understanding that the term “zero-modes” refers to the operator D(0) and not D.

3.3.2 Inner-product matrix and projector

We consider the general case where the zero-modes do not form an orthonormal basis,
and we define the inner-product matrix:

κij [g] := ⟨ψi|ψj⟩ =
∫

d2x√g ψ0,i(x)†ψ0,j(x). (3.81)

For an orthonormal basis, one has κij = δij . The reason for not considering such as
basis is that Weyl transformations can mix the zero-modes such that the new basis
is not orthonormal. Its inverse is denoted by κij such that the projector P (x, y) on
the zero-modes reads:

P (x, y) =
N0∑
i,j=1

ψ0,i(x)κijψ0,j(y)†. (3.82)

We also define:
P (x) := P (x, x). (3.83)

We obviously have: ∫
d2z√g P (x, z)P (z, y) = P (x, y) (3.84)

and
/∇xP (x, y) = 0, ∆x P (x, y) = 0 (3.85)

as the derivative and Laplacian act on a zero-modes.
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The number of zero-modes can be rewritten as the trace of P (x, y):

N0 =
∫

d2x√g trD P (x). (3.86)

This follows from:∫
d2x√g trD P (x) =

∑
i,j

∫
d2x√g trD ψ0,i(x)κij [g]ψ0,j(x)†

=
∑
i,j

κij [g]
∫

d2x√g ψ0,j(x)†ψ0,i(x)

=
∑
i,j

κij [g]κij [g] =
N0∑
i=1

1.

A prime on a operation (such as tr′D(0) or det′D(0)) indicates that one removes
the zero-modes before performing the computation.

We have seen in Section 3.3.1 that modes are also eigenmodes of γ∗. In this
case, the matrix κ defined in (3.3.1) is block diagonal and the projector splits in two
separate sums over modes of positive and negative chiralities. As a consequence, the
projector (3.82) is invariant under conjugation by γ∗:

γ∗P (x, y)γ∗ = P (x, y). (3.87)

3.3.3 Zero-modes on Riemann surfaces

In this subsection, we discuss explicitly the zero-modes of the operatorD2 = −∆+R/4
(3.5) for the different genus-g Riemann surfaces [38, sec. VI.F]. The theory of Riemann
surfaces implies that there can be at most g + 1 zero-modes [37, 39]. The number of
zero-modes depend on the spin structure for g ≥ 1, and on the moduli for g ≥ 3 [37,
prop. 1.3, 38, p. 927]. Generically, there is no zero-mode for even spin structure and
one zero-mode for odd spin structure [38, p. 1018].

Sphere Let’s consider gµν to be the round metric for the sphere, g = 0. Because it
has a positive constant curvature and since −∆ is positive-definite, the operator D2

is strictly positive and has no zero-mode:

N0 = 0, P (x, y) = 0. (3.88)

Torus Let’s consider the flat metric gµν = δµν on the torus, g = 1. Zero-modes are
solutions of the equation

/∂ψ0 = 0. (3.89)

There are two obvious constant solutions:

ψ0 =
1√
A

(
1
0

)
, ψ′

0 =
1√
A

(
0
1

)
. (3.90)

It is possible to prove that there are no other solutions. The corresponding projector
and κ-matrix are:

κ = 12, P (x, y) = 1
A

12. (3.91)
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Next, one needs to impose boundary conditions which depend on the spin structure.
The solution survives only for the odd spin structure which has periodic boundary
conditions in both directions. If at least one boundary has anti-periodic conditions,
then there is no solution. As a consequence, there is one (complex) zero-mode for
the odd spin structure, and no zero-mode for the three even spin structures:

N0 = 0, 1. (3.92)

Higher-genus surfaces For a surface with genus g ≥ 2, there is generically one
(resp. no) zero-mode when the spin structure is odd (resp. even). However, there can
be up to g zero-modes as stated above [38]. Zero-modes can be computed by taking
g to be the metric such that R = −1.

3.4 Green functions

We define the Green functions S and G for the operators D and D2:

DxS(x, y) = (i /∇x +mγ∗)S(x, y) =
δ(x− y)
√
g

, (3.93a)

D2
xG(x, y) =

(
−∆x+

R(x)
4 +m2

)
G(x, y) = δ(x− y)

√
g

, (3.93b)

and we recall that
− /∇2 = −∆+R4 = D2 −m2. (3.94)

We obviously have the relation

S(x, y) = DxG(x, y) = (i /∇x +mγ∗)G(x, y). (3.95)

We can also find another relation

G(x, y) =
∫

d2z√g S(x, z)S(z, y) (3.96)

from ∫
d2z√g S(x, z)S(z, y) =

∫
d2z√g (DzG(z, x))†DzG(z, y)

=
∫

d2z√g G(x, z)D2
zG(z, y),

and then one can use (3.93b) (there is no sign because the derivative term contains
also a factor i, and the mass term is not integrated). In fact, one can also obtain
(3.96) directly by solving the equation (3.95) through convolution.

Another identity satisfied by G is:

G(x, y). = −
∫

d2z√g G(x, z)←−DzDzG(z, y) (3.97)

This follows by integrating by part the LHS and using (3.93b).
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The adjoint of (3.93a) is

S(y, x)(−i
←−
/∇x +mγ∗) =

δ(x− y)
√
g

. (3.98)

since the gamma matrices are Hermitian and since

S(x, y)† = S(y, x). (3.99)

We also have
S(y, x) = G(y, x)(−i

←−
/∇x +mγ∗). (3.100)

3.5 Green functions without zero-modes

If the operator contains zero-modes, then it is not invertible: one needs subtract
their contribution from any equation, and the corresponding projector is P (x, y)
defined in (3.82). As we have seen, the operators for m ≠ 0 have no zero-modes, but
the limits of the associated Green functions (and similar quantities) as m→ 0 are
ill-defined. For this reason, it is useful to introduce Green functions S̃ and G̃ which
have a well-defined m→ 0 limit by subtracting the would-be zero-modes:

DxS̃(x, y) = (i /∇x +mγ∗)S̃(x, y) =
δ(x− y)
√
g
− P (x, y), (3.101a)

D2
xG̃(x, y) =

(
−∆x+

R(x)
4 +m2

)
G̃(x, y) = δ(x− y)

√
g
− P (x, y). (3.101b)

These Green functions are orthogonal to the projector:∫
d2z√g P (x, z)S̃(z, y) = 0,

∫
d2z√g P (x, z)G̃(z, y) = 0. (3.102)

When there are no zero-modes and on the torus (in Majorana basis), this reduces to:

N0 = 0 or g = 1 :
∫

d2z√g S̃(z, y) = 0,
∫

d2z√g G̃(z, y) = 0, (3.103)

since P (x, y) = 0 in these cases (Section 3.3.3).
The tilde functions can be easily related to the un-tilde Green functions using

the expression (3.56) in terms of modes and the projector (3.82):

S̃(x, y) = S(x, y)− γ∗P (x, y)
m

, (3.104a)

G̃(x, y) = G(x, y)− P (x, y)
m2 . (3.104b)

Note that (3.97) still holds when using G̃ everywhere thanks to (3.102). The γ∗
matrix in the RHS of (3.104a) is necessary to ensure that (3.93a) and (3.101a) are
compatible: (

i /∇+mγ∗
)
S(x, y) =

(
i /∇+mγ∗

) (
S̃(x, y) + γ∗P (x, y)

m

)
= δ(x− y)

√
g
−����P (x, y) +����P (x, y).
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The relation (3.96) becomes:

G̃(x, y) =
∫

d2z√g S̃(x, z)S̃(z, y) (3.105)

which can be found by solving the equation S̃ = DG̃ and using that S is orthogonal
with P . We can also use (3.104):

G̃xy = Gxy −
Pxy
m2 =

∫
d2z√g SxzSzy −

Pxy
m2

=
∫

d2z√g
(
S̃xz +

γ∗Pxz
m

)(
S̃zy +

γ∗Pzy
m

)
−
Pxy
m2

=
∫

d2z√g S̃xzS̃zy +
1
m((((((((((((((((∫

d2z√g
(
S̃xzγ∗Pzy + γ∗PxzS̃zy

)
+
����������1
m2

∫
d2z√g PxzPzy −

�
��
Pxy
m2 .

where we used that P and S̃ are orthogonal and that γ∗P = Pγ∗ from (3.87).
A solution to the equation

D2Ψ(x) = η(x) (3.106)

reads
Ψ(x) =

∫
d2y√g G(x, y)η(y) +

∫
d2y√g P (x, y)Ψ(y). (3.107)

We need to add the components of Ψ proportional to the zero-modes. Similarly, the
solution to

D2Ψ(x) = η(x)−
∫

d2y√g P (x, y)η(y) (3.108)

(the source is orthogonal to the zero-modes) is:

Ψ(x) =
∫

d2y√g G̃(x, y)η(y) +
∫

d2y√g P (x, y)Ψ(y). (3.109)

A first consistency condition is obtained by integrating (3.101b) over a surface
and using the fact that the Laplacian is a total derivative∫

d2x√g
(
R

4 +m2
)
G̃(x, y) = 1−

∫
d2x√g P (x, y). (3.110)

The m = 0 Green functions S̃(0) and G̃(0) are then:

DxS̃
(0)(x, y) = i /∇xS̃(0)(x, y) = δ(x− y)

√
g
− P (x, y), (3.111a)

D2
xG̃

(0)(x, y) =
(
−∆x+

R(x)
4

)
G̃(0)(x, y) = δ(x− y)

√
g
− P (x, y). (3.111b)

Note that the projection is identical for all operators.
Note that

G̃(x, y) =
∑
s≥0

(−1)sm2s∑
n ̸=0

Ψn(x)Ψn(y)†

Λ(0)s+1
n

= G̃(0)(x, y) +O(m2), (3.112)
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which follows by using (3.62):

G̃(x, y) =
∑
n̸=0

Ψn(x)Ψn(y)†

Λn
=
∑
n̸=0

Ψn(x)Ψn(y)†

Λ(0)
n +m2

=
∑
n̸=0

Ψn(x)Ψn(y)†

Λ(0)
n

∑
s≥0

(−1)s
(
m2

Λn

s)
.

As a consequence of (3.57), the mode expansion of the Green function G̃ can also
be written as:

G̃(x, y) =
∑
n̸=0

(
/∇Ψn(x)

)(
/∇Ψn(y)

)†
Λn(Λn −m2) . (3.113)

The integrated Green function is denoted by:

ΨG[g] :=
∫

d2x√g trD G̃(x). (3.114)

4 Conformal variations
In this section, we study the Weyl transformation of the different quantities used to
compute the effective action. A Weyl transformation of the metric reads

gµν = e2φĝµν . (4.1)

For an infinitesimal parameter δφ, we have:

δgµν = 2δφ gµν . (4.2)

This implies that
δg−1/2 = −2δφ g−1/2. (4.3)

4.1 Zero-modes

The zero-modes transform as:

ψi,0 = e−
φ
2 ψ̂i,0. (4.4)

Indeed, from the transformation (A.50e), it is obvious that ψ̂i,0 = e
φ
2ψi,0 is a zero-

mode of D̂ if ψi,0 is a zero-mode of D:

Dψi,0 = 0 =⇒ D̂ψ̂i,0 = 0. (4.5)

This directly implies that the number of zero-modes is a conformal invariant [37,
prop. 1.3]:

δN0 = 0. (4.6)

This is consistent with the transformation (2.34).
The variation of the other modes is discussed in Section 4.4. It cannot be as

simple as the transformation (2.34) for the field, in particular, because of the mass
and of the change in the normalization condition.
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The inner-product matrix (3.81) transforms as:

κij =
∫

d2x
√
ĝ eφ ψ̂0,i(x)†ψ̂0,j(x) (4.7)

such that
δκij =

∫
d2x√g δφ(x)ψ0,i(x)†ψ0,j(x). (4.8)

The fact that κij is a functional of the metric shows that orthonormality of the
zero-modes cannot generically be preserved under a transformation [11]. We can also
write the variation of the inverse metric:

δκij = −
∫

d2x√g δφ(x)κikψ0,k(x)†ψ0,ℓ(x)κℓj (4.9)

from
δκ−1 = −κ−1δκκ−1. (4.10)

We have the useful formula:

δ ln detκij = tr
∫

d2x√g δφ(x) trD P (x). (4.11)

This follows from:

δ ln detκij = δ tr ln κij = trκijδκjk = κijδκij

=
∫

d2x√g ψ0,i(x)†κijψ0,j(x) δφ(x)

=
∫

d2x√g δφ(x) trD P (x).

The variation of the projector (3.82) reads:

δPxy = −
1
2
(
δφx + δφy

)
Pxy −

∫
d2z√g δφz PxzPzy. (4.12)

following from (sum over i and j is implicit):

δP (x, y) = δψ0,i(x)κijψ0,j(y)† + ψ0,i(x)κijδψ0,j(y)† + ψ0,i(x)δκijψ0,j(y)†

= −1
2 ψ0,i(x)κijψ0,j(y)†

(
δφ(x) + δφ(y)

)
−
∫

d2z√g δφ(z)ψ0,i(x)κikψ0,k(z)†ψ0,ℓ(z)κℓjψ0,j(y)†

= −1
2
(
δφ(x) + δφ(y)

)
P (x, y)−

∫
d2z√g δφ(z)P (x, z)P (z, y).

Note the similarity with the variation of the Green function (4.21). We can check
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that it is compatible with the projector condition (3.84):

δ
∫

d2w√g PxwPwy = 2
∫

d2w√g δφw PxwPwy +
∫

d2w√g δPxwPwy +
∫

d2w√g PxwδPwy

= 2
∫

d2w√g δφw PxwPwy

−
∫

d2w√g
(
−1
2
(
δφx + δφw

)
Pxw −

∫
d2z√g δφz PxzPzw

)
Pwy

+
∫

d2w√g Pxw
(
−1
2
(
δφw + δφy

)
Pwy −

∫
d2z√g δφz PwzPzy

)
= 2

∫
d2z√g δφz PxzPzy −

1
2
(
δφx + δφy

)
Pxy

−
∫

d2w√g δφzPxzPzy −
∫

d2z√g δφz
∫

d2w√g PxzPzwPwy

−
∫

d2z√g δφz
∫

d2w√g PxwPwzPzy

= −
∫

d2z√g δφz PxzPzy −
1
2
(
δφx + δφy

)
Pxy,

where we used (3.84) multiple times.
[HE: Find the finite transformation of the projector (see Appendix C for some

attemps).] ⇐ 4

Example: scalar field The case of a massive scalar field X [35, 40] provides a
simple example. Since the scalar Laplacian is Weyl invariant, see (A.51a), the single
zero-mode is also invariant:

ψ̂0 = ψ0. (4.13)

However, if ψ0 is normalized in the metric gµν :

κ =
∫

d2x√g ψ2
0 = 1 =⇒ ψ0 =

1√
A
, (4.14)

where A is the area of the surface with the metric gµν , then it is not normalized in
the metric ĝµν :

κ̂ =
∫

d2x
√
ĝ ψ2

0 = Â

A
. (4.15)

Another possibility is to use the zero-mode ψ0 = ψ̂0 = 1 such that κ = A and κ̂ = Â.
This shows that it is necessary to keep track of the normalization of the zero-modes.7
When there is a single zero-mode, one can trade expressions in terms of the zero-mode
for expressions in terms of the area which has a simple variation, as was done in [35,
40]. However, this is not possible in the presence of multiple zero-modes.

4.2 Green functions

The infinitesimal variations of Green functions can be found by varying the Green
equations (3.93) and solving for the variation. For m = 0, we could directly find the
finite transformation since D transforms homogeneously under a Weyl transformation.

7A familiar context where the inner-product matrices of zero-modes appear is in the definition
of the worldsheet functional integral [34].
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4.2.1 D Green function

The variation of (3.93a) gives:

DxδS(x, y) = −
(
δφ(x) + δφ(y)

) δ(x− y)
√
g
− (δDx)S(x, y), (4.16)

such that convolution with the Green function yields

δS(x, y) = −
(
δφ(x) + δφ(y)

)
S(x, y)−

∫
d2z√g S(x, z)(δDz)S(z, y). (4.17)

Note that we need to symmetrize δφ(x) in the first expression to get a symmetric
expression in the second line. However, inserting the explicit expression of δD would
in any case give a symmetric result at the end even without symmetrizing now.

Using the formula (A.50), one finds

δD = −δφ (D −mγ∗) +
i
2 (/∂δφ)ψ, (4.18)

following from:
δD = i δ /∇ = −iδφ /∇+ i

2 (/∂δφ)ψ. (4.19)

Upon acting on the Green functions, the variation can be simplified further by using
the Green function definitions: (3.93):

(δDx)S(x, y) = −
1
2
(
δφ(x) + δφ(y)

) δ(x− y)
√
g

+
(
mγ∗ δφ(x) +

i
2
/∂δφ(x)

)
S(x, y).

(4.20)
This can be plugged in the expressions of the variations (for simplicity the

functional arguments are written as indices):

δSxy = −(δφx + δφy)Sxy −
∫

d2z√g Sxz(δDz)Szy

= −(δφx + δφy)Sxy −
∫

d2z√g Sxz

[
−1
2 (δφz + δφy)

δzy√
g
+
(
mγ∗ δφz +

i
2
/∂δφz

)
Szy

]

= −1
2(δφx + δφy)Sxy −

∫
d2z√g Sxz

(
mγ∗δφz +

i
2 (/∂zδφz)

)
Szy

= −1
2(δφx + δφy)Sxy +

∫
d2z√g δφz

(
−mSxzγ∗Szy +

i
2
(
Sxz
←−
/∇zSzy + Sxz /∇zSzy

))
= −1

2(δφx + δφy)Sxy −m
∫

d2z√g δφz Sxzγ∗Szy

+ 1
2

∫
d2z√g δφz

(
−Sxz(−i

←−
/∇z +mγ∗)Szy + Sxz(i /∇z +mγ∗)Szy

)
= −1

2(δφx + δφy)Sxy −m
∫

d2z√g δφz Sxzγ∗Szy

+ 1
2

∫
d2z√g δφz

�����������
(
−δxz√

g
Szy + Sxz

δzy√
g

)
,

where we used (3.93a) and (3.98) to get the last equality. Finally, we obtain

δSxy = −
1
2
(
δφx + δφy

)
Sxy −m

∫
d2z√g δφz Sxzγ∗Szy. (4.21)
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Let’s look for the variation of the Green function without zero-modes:

δS̃xy = δSxy −
γ∗
m
δPxy

= 1
2m

(
δφx + δφy

)
γ∗Pxy +

1
m

∫
d2z√g δφ(z) γ∗PxzPzy

− 1
2
(
δφx + δφy

)
Sxy −m

∫
d2z√g δφz Sxzγ∗Szy

= −1
2
(
δφx + δφy

)
S̃xy +

1
m

∫
d2z√g δφ(z) γ∗PxzPzy

−m
∫

d2z√g δφz
(
S̃xz +

γ∗Pxz
m

)
γ∗

(
S̃zy +

γ∗Pzy
m

)
= −1

2
(
δφx + δφy

)
S̃xy −m

∫
d2z√g δφz S̃xzγ∗S̃zy

−
∫

d2z√g δφz
(
S̃xzPzy + γ∗Pxzγ∗S̃zy

)
where we used (3.104a), then (4.12). We then get:

δS̃xy =−
1
2
(
δφx + δφy

)
S̃xy −m

∫
d2z√g δφz S̃xzγ∗S̃zy

−
∫

d2z√g δφz
(
S̃xzPzy + PxzS̃zy

)
.

(4.22)

Let’s look at the variation of the constraint (3.102) [16, app. B]:

0 = δ
∫

d2z√g PxzS̃zy

= 2
∫

d2z√g δφzPxzS̃zy +
∫

d2z√g δPxzS̃zy +
∫

d2z√g PxzδS̃zy

= 2
∫

d2z√g δφzPxzS̃zy

+
∫

d2z√g
[
−1
2
(
δφx + δφz

)
Pxz −

∫
d2w√g δφw PxwPwz

]
S̃zy

+
∫

d2z√g Pxz
[
− 1

2
(
δφy + δφz

)
S̃zy −m

∫
d2w√g δφw S̃zwγ∗S̃wy

−
∫

d2w√g δφw
(
S̃zwPwy + PzwS̃wy

)]
= 2

∫
d2z√g δφzPxzS̃zy −

1
2
(
δφx + δφy

)
��������∫

d2z√g PxzS̃zy

−
∫

d2z√g δφz PxzS̃zy −
∫

d2w√g δφw Pxw
���������∫

d2z√g PwzS̃zy

−
∫

d2w√g δφw
����������[∫

d2z√g PxzS̃zw
](
mγ∗S̃wy + Pwy

)
−
∫

d2w√g δφw
(∫

d2z√g PxzPzw
)
S̃wy

= 2
∫

d2z√g δφzPxzS̃zy −
∫

d2z√g δφz PxzS̃zy −
∫

d2w√g δφw PxwS̃wy,

where we have used (4.12) and (4.22), and then (3.102) to simplify. The result is
trivially zero, however, it can be helpful to derive the variation of Gψ(x) (convolution
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of G and ψ), where ψ is an arbitrary spinor [16, app. B]. This provides a good test
that the variations are correct.

The finite transformation of S̃(0)(x, y) reads [16, eq. (3.32)]:

S̃
(0)
g,xy = e−

φx
2 S̃

(0)
ĝ,xye

−φy
2 +

∫
d2w√g

∫
d2z√g Pg,xwe−

φw
2 S̃

(0)
ĝ,wze

−φz
2 Pg,zy

−
∫

d2z√g Pg,xze−
φz
2 S̃

(0)
ĝ,zye

−φy
2 −

∫
d2z√g e−

φx
2 S̃

(0)
ĝ,xze

−φz
2 Pg,zy.

(4.23)

This generalizes the formula found in [41–45] for the massless scalar. This is because
the Dirac operator transforms covariantly under Weyl transformations. It can be
rewritten as:

S̃
(0)
g,xy = e−

1
2 (φx+φy)S̃

(0)
ĝ,xy +

∫
d2w

√
ĝ
∫

d2z
√
ĝ e

3
2 (φw+φz)Pg,xwS̃

(0)
ĝ,wzPg,zy

− e−
φy
2

∫
d2z

√
ĝ e

3
2φzPg,xzS̃

(0)
ĝ,zy − e−

φx
2

∫
d2z

√
ĝ e

3
2φz S̃

(0)
ĝ,xzPg,zy.

(4.24)

Let’s check that the infinitesimal form of (4.23) reproduces (4.22) with m = 0.
The first term reads:

e−
δφx
2 S̃

(0)
ĝ,xye

− δφy
2 ∼ S̃(0)

ĝ,xy −
1
2
(
δφx + δφy

)
S̃
(0)
ĝ,xy.

This reproduces the first term. Then, the second term reads:∫
d2w√g

∫
d2z√g Pxwe−

δφw
2 S̃

(0)
ĝ,wze

− δφz
2 Pzy

= 3
2

∫
d2w

√
ĝ
∫

d2z
√
ĝ
(
δφw + δφz

)
P̂xwS̃

(0)
ĝ,wzP̂zy

− 1
2

∫
d2w

√
ĝ
∫

d2z
√
ĝ
(
δφx + δφy + δφw + δφz

)
P̂xwS̃

(0)
ĝ,wzP̂zy

−
∫

d2w
√
ĝ
∫

d2z
√
ĝ
∫

d2z′
√
ĝ δφz′P̂xz′Pz′wS̃

(0)
ĝ,wzP̂zy

−
∫

d2w
√
ĝ
∫

d2z
√
ĝ
∫

d2z′
√
ĝ δφz′P̂xwS̃

(0)
ĝ,wzP̂zyP̂zz′Pz′y.

where we used (4.12) to get the first equality. All terms vanish because they each
contain an integral of G̃(0) and P without δφ which vanish due to the orthogonality
condition (3.102). We will see that this term is necessary for solving the Green
function equation. The third term reads:∫

d2z√g Pxze−
δφz
2 S̃

(0)
ĝ,zye

− δφy
2

= −1
2

∫
d2z

√
ĝ
(
��δφx − 3δφz

)
P̂xzS̃

(0)
ĝ,zy −

1
2

∫
d2z

√
ĝ
(
��δφx + δφz

)
P̂xzS̃

(0)
ĝ,zy

−
((((((((((((((((∫

d2z
√
ĝ
∫

d2w
√
ĝ P̂xwP̂wzS̃

(0)
ĝ,zy

=
∫

d2z
√
ĝ δφzP̂xzS̃

(0)
ĝ,zy.

Performing the same manipulations with the fourth term and summing all contribu-
tions together correctly reproduces (4.22).
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Next, we want to check that S̃(0)
g as given by (4.23) satisfies the massless Green

equation (3.59) if S̃(0)
ĝ solves the massless Green equation:

D
(0)
g,xS̃

(0)
g,xy = e−

3
2φx D

(0)
ĝ,xe

φx
2

[
e−

φx
2 S̃

(0)
ĝ,xye

−φy
2 +

∫
d2w√g

∫
d2z√g Pg,xwe−

φw
2 S̃

(0)
ĝ,wze

−φz
2 Pg,zy

−
∫

d2z√g Pg,xze−
φz
2 S̃

(0)
ĝ,zye

−φy
2 −

∫
d2z√g e−

φx
2 S̃

(0)
ĝ,xze

−φz
2 Pg,zy

]
= e−

3
2φx−

φy
2

(
δxy√
ĝ
− Pĝ,xy

)
− e−

3
2φx

∫
d2z

√
ĝ e2φz

(
δxz√
ĝ
− Pĝ,xz

)
e−

φz
2 Pg,zy

=
δxy√
g
− Pg,xy − e−

3
2φx−

φy
2 Pĝ,xy + e−

3
2φx

∫
d2z

√
ĝ e

3
2φzPĝ,xzPg,zy,

where we used (A.50e). We have assumed that Pg,x· = e−
φx
2 (· · · ), such that D(0)

ĝ,x
kills the second and third terms by acting only on Pĝ,x·. We need the last two terms
to cancel with each other:

Pĝ,xye−
φy
2

?=
∫

d2z
√
ĝ e

3
2φzPĝ,xzPg,zy.

[HE: Prove this relation and show that the Green equation is satisfied.] ⇐ 5
Since we don’t know the finite transformation of P , we can at least check if

the relation above is compatible with its infinitesimal variation. Let’s check if this
relation is compatible with (4.12):

−
δφy
2 Pxy =

3
2

∫
d2z√g δφzPxzPzy

−
∫

d2z√g Pxz
[1
2
(
δφz + δφy

)
Pzy +

∫
d2w√g δφw PzwPwy

]
.

We see that the RHS correctly equals the LHS after using (3.84).
Finally, it remains to check that S̃(0)

g as given by (4.23) is orthogonal to P if S̃(0)
ĝ

36



is orthogonal to P̂ :∫
d2w√g Pg,xw S̃(0)

g,wy

=
∫

d2w√g Pg,xw
[
e−

1
2 (φw+φy)S̃

(0)
ĝ,wy +

∫
d2z√g

∫
d2z′

√
ĝ e

3
2 (φz+φz′ )Pg,wzS̃

(0)
ĝ,zz′Pg,z′y

− e−
φy
2

∫
d2z

√
ĝ e

3
2φzPg,wzS̃

(0)
ĝ,zy − e−

φw
2

∫
d2z

√
ĝ e

3
2φz S̃

(0)
ĝ,wzPg,zy

]
= e−

φy
2

∫
d2z

√
ĝ e

3
2φzPg,xwS̃

(0)
ĝ,wy

+
∫

d2w√g
∫

d2z√g e
3
2φz

∫
d2z′

√
ĝ e

3
2φz′Pg,xwPg,wzS̃

(0)
ĝ,zz′Pg,z′y

− e−
φy
2

∫
d2w√g

∫
d2z

√
ĝ e

3
2φzPg,xwPg,wzS̃

(0)
ĝ,zy

−
∫

d2w
√
ĝ e

3
2φw

∫
d2z

√
ĝ e

3
2φzPg,xwS̃

(0)
ĝ,wzPg,zy

=
(((((((((((((((

e−
φy
2

∫
d2z

√
ĝ e

3
2φzPg,xwS̃

(0)
ĝ,wy +

∫
d2z√g e

3
2φz

∫
d2z′

√
ĝ e

3
2φz′Pg,xzS̃

(0)
ĝ,zz′Pg,z′y

−
((((((((((((((

e−
φy
2

∫
d2z

√
ĝ e

3
2φzPg,xzS̃

(0)
ĝ,zy −

∫
d2w

√
ĝ e

3
2φw

∫
d2z

√
ĝ e

3
2φzPg,xwS̃

(0)
ĝ,wzPg,zy

=
∫

d2z√g e
3
2φz

∫
d2z′

√
ĝ e

3
2φz′Pg,xzS̃

(0)
ĝ,zz′Pg,z′y

−
∫

d2w
√
ĝ e

3
2φw

∫
d2z

√
ĝ e

3
2φzPg,xwS̃

(0)
ĝ,wzPg,zy

= 0,

where we used (3.84) for the metric g to get the third equality. [HE: I am surprised
that it was not necessary to use (4.23) for the metric ĝ. I think that it’s because it
was not necessary to write Pg in terms of Pĝ.] ⇐ 6

Particular case: no zero-mode In the absence of zero-modes, the transformation
(4.23) becomes directly:

S̃
(0)
g,xy = e−

1
2 (φx+φy)S̃

(0)
ĝ,xy. (4.25)

Particular case: torus, odd spin structure We have seen in Section 3.3.3 that
there is a single zero-mode for the torus with odd spin structure. In this case, the
projector reads:

P (x, y) = 1
A

12. (4.26)

[HE: There is something strange here because varying the previous equation does
not seem to give (4.12).] This allows to simplify the finite transformation (4.23): ⇐ 7

S̃
(0)
g,xy = e−

1
2 (φx+φy)S̃

(0)
ĝ,xy +

1
A2

∫
d2w

√
ĝ
∫

d2z
√
ĝ e

3
2 (φw+φz)S̃

(0)
ĝ,wz

− 1
A
e−

φy
2

∫
d2z

√
ĝ e

3
2φz S̃

(0)
ĝ,zy −

1
A
e−

φx
2

∫
d2z

√
ĝ e

3
2φz S̃

(0)
ĝ,xz.

(4.27)
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4.2.2 D2 Green function

We follow the same method: the variation of (3.93b) is

D2
xδG(x, y) = −(δφ(x) + δφ(y)

) δ(x− y)
√
g
− (δD2

x)G(x, y), (4.28)

and its solution reads:

δG(x, y) = −(δφ(x) + δφ(y)
)
G(x, y)−

∫
d2z√g G(x, z)(δD2

z)G(z, y). (4.29)

We have

δD2 = −2δφ (D2 −m2)− (∂µδφ)∇µ+(/∂δφ) /∇− 1
2 ∆ δφ, (4.30)

which follows from using (A.51):

δD2 = −δ /∇2 = 2δφ /∇2 − (∂µδφ)∇µ+(/∂δφ) /∇− 1
2 ∆ δφ.

Action on the Green function, we get, after using (3.93b):

(δD2
x)G(x, y) =−

(
δφ(x) + δφ(y)

) δ(x− y)
√
g

+
(
2m2 δφ− (∂µδφ)∇µ+(/∂δφ) /∇− 1

2 ∆ δφ

)
G(x, y).

(4.31)

We can now compute the variation of the Green function:

δGxy = −(δφx + δφy)Gxy −
∫

d2z√g Gxz(δD2
z)Gzy

= −
∫

d2z√g Gxz
(
2m2 δφz − (∂µz δφz)∇zµ+(/∂zδφz) /∇z −

1
2 ∆z δφz

)
Gzy

= −
∫

d2z√g δφz
[
2m2GxzGzy +(((((((((

Gxz
←−
∇zµ∇zµGzy +Gxz∆z Gzy

−Gxz
←−
/∇z /∇zGzy −Gxz /∇

2
zGzy −

1
2 Gxz

←−
∆zGzy

−((((((((
Gxz
←−
∇zµ∇µz Gzy −

1
2 Gxz∆z Gzy

]
= −

∫
d2z√g δφz

[
2m2GxzGzy +

1
2 Gxz∆z Gzy −

1
2 Gxz

←−
∆zGzy

−Gxz
←−
/∇z /∇zGzy −Gxz /∇

2
zGzy

]
= −

∫
d2z√g δφz

[
2m2GxzGzy +

1
2 Gxz

/∇2
zGzy −

1
2 Gxz

←−
/∇2
zGzy

−Gxz
←−
/∇z /∇zGzy −Gxz /∇

2
zGzy

]
= −

∫
d2z√g δφz

[
m2GxzGzy +

1
2 GxzD

2
zGzy +

1
2 Gxz

←−
D2
zGzy −Gxz

←−
/∇z /∇zGzy

]
= −

∫
d2z√g δφz

[
m2GxzGzy +

1
2 Gxz

δzy√
g
+ 1

2
δxz√
g
Gzy −Gxz

←−
/∇z /∇zGzy

]
,
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where we used /∇2 = ∆−R/4 and D2 = − /∇2 +m2, and for the last equality (3.93b).
Finally, we find:

δGxy = −
1
2(δφx + δφy)Gxy −m2

∫
d2z√g δφz GxzGzy +

∫
d2z√g δφz Gxz

←−
/∇z /∇zGzy.

(4.32)
Unfortunately, it is not possible to simplify the third term. When we introduce the
ζ-function regularization in Section 5, we will see that the trace over Dirac indices
and spacetime positions has a simple expression, see (5.61).

It may be useful to introduce the operator D = i /∇+mγ∗ in the last term since
they act in a simple way on the modes:8

δGxy =−
1
2(δφx + δφy)Gxy −

∫
d2z√g δφz Gxz

←−
DzDzGzy

−m
∫

d2z√g δφz Gxz
(←−
Dzγ∗ + γ∗Dz)Gzy

(4.33)

following from

δGxy = −
1
2(δφx + δφy)Gxy −m2

∫
d2z√g δφz GxzGzy

+
∫

d2z√g δφz Gxz(−i
←−
/∇z)(i /∇z)Gzy.

= −1
2(δφx + δφy)Gxy −m2

∫
d2z√g δφz GxzGzy

+
∫

d2z√g δφz Gxz
(←−
Dz −mγ∗

)
(Dz −mγ∗)Gzy

Using the relation (3.95), one can write:

δGxy =−
1
2(δφx + δφy)Gxy +

∫
d2z√g δφz SxzSzy

−m
∫

d2z√g δφz
(
Sxzγ∗Gzy +Gxzγ∗Szy)

(4.34)

We can also find this expression by computing the variation of (3.96).
We also need to compute the variation of the Green function without zero-modes

(3.104b) in terms of itself. Writing (3.104b) and using (4.12) and (4.32), we have:

δG̃xy = δGxy −
δPxy
m2

= 1
m2

(1
2
(
δφx + δφy

)
Pxy +

∫
d2z√g δφz PxzPzy

)
− 1

2(δφx + δφy)
(
G̃xy +

Pxy
m2

)
−m2

∫
d2z√g δφz

(
G̃xz +

Pxz
m2

)(
G̃zy +

Pzy
m2

)
+
∫

d2z√g δφz
(
G̃xz +

Pxz
m2

)←−
/∇z /∇z

(
G̃zy +

Pzy
m2

)
,

8However, we will see that it is simpler to manipulate (4.32) because { /∇Ψn} forms a complete
basis of eigenmodes.
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Using that /∇xP (x, y) = 0 since P is built from zero-modes and simplifying, we get:

δG̃xy =−
1
2(δφx + δφy)G̃xy −m2

∫
d2z√g δφz G̃xzG̃zy

−
∫

d2z√g δφz
(
G̃xzPzy + PxzG̃zy

)
+
∫

d2z√g δφz G̃xz
←−
/∇z /∇zG̃zy.

(4.35)

In the case of the scalar field, it was found useful to replace δφ by δK in the
third term [35, 40]. Inserting (A.57), we have:∫

d2z√g δφz G̃xzPzy =
∫

d2z√g
(
δA

2A + A

4 ∆ δK

)
G̃xzPzy

= δA

2A���������∫
d2z√g G̃xzPzy +

A

4

∫
d2z√g δKz(∆z G̃xz)Pzy

= A

4

∫
d2z√g δKz

(
−D2

z +
Rz
4 +m2

)
G̃xzPzy

= −A4 δKx Pxy +
A

4

∫
d2z√g δKz PxzPzy

+ A

16

∫
d2z√g δKz Rz G̃xz Pzy +

m2A

4

∫
d2z√g δKz G̃xzPzy,

since P and G̃ are orthogonal (3.102), using Green’s second identity (A.16). In total,
we have:

δG̃xy =−
1
2(δφx + δφy)G̃xy +

A

4 (δKx + δKy)Pxy −
A

2

∫
d2z√g δKz PxzPzy

− A

16

∫
d2z√g δKz Rz

(
G̃xz Pzy + Pxz G̃zy

)
−m2

∫
d2z√g δφz G̃xzG̃zy −

m2A

4

∫
d2z√g δKz

(
G̃xzPzy + PxzG̃zy

)
+
∫

d2z√g δφz G̃xz
←−
/∇z /∇zG̃zy.

(4.36)
[HE: We cannot proceed like for the scalar case because the projector on zero-

modes is not constant.] ⇐ 8
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Let’s look at the variation of the constraint (3.102) [16, app. B]:

0 = δ
∫

d2z√g PxzG̃zy

= 2
∫

d2z√g δφzPxzG̃zy +
∫

d2z√g δPxzG̃zy +
∫

d2z√g PxzδG̃zy

= 2
∫

d2z√g δφzPxzG̃zy

+
∫

d2z√g
[
−1
2
(
��δφx + δφz

)
Pxz −

∫
d2w√g δφw PxwPwz

]
G̃zy

+
∫

d2z√g Pxz
[
− 1

2(δφz +�
�δφy)G̃zy −m2

∫
d2w√g δφw G̃zwG̃wy

−
∫

d2w√g δφw
(
G̃zwPwy + PzwG̃wy

)
+
∫

d2w√g δφw G̃zw
←−
/∇w /∇wG̃wy

]
= 2

∫
d2z√g δφzPxzG̃zy −

∫
d2z√g δφz PxzG̃zy

−
∫

d2w√g δφw Pxw
����������(∫

d2z√g PwzG̃zy
)

+
∫

d2w√g δφw
����������(∫

d2z√g PxzG̃zw
)(
−m2G̃wy − Pwy +

←−
/∇w /∇wG̃wy

)
−
∫

d2w√g δφw
(∫

d2z√g PxzPzw
)
G̃wy

where we have used (4.12) and (4.22), and then (3.102) to simplify. The RHS vanishes
identically.

Finally, we can get the finite transformation when m = 0 from (3.105) and (4.23):

G̃
(0)
g,xy =

∫
d2ζ√g S̃(0)

g,xζ S̃
(0)
g,ζy

=
∫

d2ζ√g S̃(0)
g,xζ

[
e−

1
2 (φζ+φy)S̃

(0)
ĝ,ζy +

((((((((((((((((((((((∫
d2w√g

∫
d2z

√
ĝ e

3
2 (φw+φz)Pg,ζwS̃

(0)
ĝ,wzPg,zy

− e−
φy
2
((((((((((((∫

d2z
√
ĝ e

3
2φzPg,ζzS̃

(0)
ĝ,zy − e−

φζ
2

∫
d2z

√
ĝ e

3
2φz S̃

(0)
ĝ,ζzPg,zy

]
=
∫

d2ζ√g S̃(0)
g,xζ

[
e−

1
2 (φζ+φy)S̃

(0)
ĝ,ζy − e−

φζ
2

∫
d2z

√
ĝ e

3
2φz S̃

(0)
ĝ,ζzPg,zy

]
.

To get the second equality, we have replace only one Green function with (4.23), and
used the orthogonality condition of S̃ and P in the metric g. [HE: Simplify after
finding the finite transformation of the projector.] ⇐ 9

Particular case: no zero-mode If N0 = 0, we have P (x, y) = 0 such that:

δG̃xy = −
1
2(δφx + δφy)G̃xy −m2

∫
d2z√g δφz G̃xzG̃zy +

∫
d2z√g δφz G̃xz

←−
/∇z /∇zG̃zy.

(4.37)
We can also obtain the finite transformation from (4.25):

G̃
(0)
g,xy = e−

1
2 (φx+φy)

∫
d2z

√
ĝ eφz S̃(0)

ĝ,xzS̃
(0)
ĝ,zy. (4.38)
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Particular case: torus, odd spin structure For the torus with one zero-mode,
using P (x, y) = 12/A, (4.36) is:

δG̃xy =−
1
2(δφx + δφy)G̃xy +

1
4 (δKx + δKy)−

1
2A

∫
d2z√g δKz

− 1
16

∫
d2z√g δKz Rz

(
G̃xz + G̃zy

)
−m2

∫
d2z√g δφz G̃xzG̃zy −

m2

4A

∫
d2z√g δKz

(
G̃xz + G̃zy

)
+
∫

d2z√g δφz G̃xz
←−
/∇z /∇zG̃zy.

(4.39)

The form of G̃(0)
g,xy can be simplified in this case:

G̃
(0)
g,xy = e−

1
2 (φx+φy)

∫
d2z√g e−φz S̃(0)

ĝ,xzS̃
(0)
ĝ,zy

− 1
A

∫
d2ζ

√
ĝ
∫

d2z
√
ĝ e

3
2 (φz+φζ)S̃

(0)
g,xζ S̃

(0)
ĝ,ζz.

(4.40)

4.3 Geodesic length

The infinitesimal variation of the geodesic length reads [40]:

δℓ(x, y)2 = ℓ(x, y)2
(
δφ(x) + δφ(y)

)
+O(ℓ4). (4.41)

This can be rewritten as:

δ ln
(
µ2ℓ(x, y)2

)
= δφ(x) + δφ(y) +O(ℓ2). (4.42)

[HE: prove these relations] ⇐ 10

4.4 Eigenvalues and eigenmodes

The variation of the eigenvalues and eigenmodes under the perturbation (4.2) can be
found by applying perturbation theory [35, sec. 3.2.2, 40, sec. 2.3] (see [46, sec. 5.1]
for a review). In the rest of this subsection, we assume that all eigenvalues are
independent to avoid the difficulties arising in degenerate perturbation theory: the
validity of the formulas in the general case follows by continuity [35, p. 15].

First, we note that the normalization condition (3.52) is not preserved and gives
the relation:

⟨δΨm|Ψn⟩+ ⟨Ψm|δΨn⟩ = −2⟨Ψm| δφ |Ψn⟩ . (4.43)

This gives immediately the contribution to the variation δΨn which is proportional
to Ψn:

⟨Ψn|δΨn⟩ = −⟨Ψn| δφ |Ψn⟩ . (4.44)

Note that, in usual perturbation theory in quantum mechanics, the RHS is zero.
Multiplying with ⟨Ψn| on the right and summing over n gives (after renaming n↔ m):

⟨δΨn| = −2⟨Ψn| δφ−
∑
n∈Z
⟨Ψn|δΨm⟩⟨Ψm| . (4.45)

Note that it includes the zero-modes.
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The variation of the eigenvalue equation (3.51b) is:

δD2 |Ψn⟩+D2δ |Ψn⟩ = δΛn |Ψn⟩+ Λn δ |Ψn⟩ . (4.46)

Applying ⟨Ψn| yields the equation:

δΛn = ⟨Ψn| δD2 |Ψn⟩ . (4.47)

Next, multiplying on the left by ⟨Ψm|:

⟨Ψm|D2 |δΨn⟩ − Λn ⟨Ψm|δΨn⟩ = δΛn ⟨Ψm|Ψn⟩ −⟨Ψm| δD2 |Ψn⟩
(Λm − Λn) ⟨Ψm|δΨn⟩ = δΛnδmn −⟨Ψm| δD2 |Ψn⟩ .

Note that this is trivial if m = n. The next step is to multiply with |Ψm⟩, sum over
m ̸= n, add |Ψn⟩ ⟨Ψn|δΨn⟩ on both sides and use (4.44) in the RHS:

δ |Ψn⟩ = −⟨Ψn| δφ |Ψn⟩ |Ψn⟩+
∑
m∈Z
m ̸=n

1
Λn − Λm

⟨Ψm| δD2 |Ψn⟩ |Ψm⟩ . (4.48)

Using the expression (4.30) for δD2 gives:

δΛn =− 2(Λn −m2)⟨Ψn| δφ |Ψn⟩+⟨Ψn| (/∂δφ) /∇ |Ψn⟩

−⟨Ψn| (∂µδφ)∇µ |Ψn⟩ −
1
2 ⟨Ψn|∆ δφ |Ψn⟩ ,

(4.49a)

δ |Ψn⟩ =−⟨Ψn| δφ |Ψn⟩ |Ψn⟩ − 2
∑
m∈Z
m̸=n

Λn −m2

Λn − Λm
⟨Ψm| δφ |Ψn⟩ |Ψm⟩

−
∑
m∈Z
m̸=n

1
Λn − Λm

[
−⟨Ψm| (/∂δφ) /∇ |Ψn⟩+⟨Ψm| (∂µδφ)∇µ |Ψn⟩

+ 1
2 ⟨Ψm|∆ δφ |Ψn⟩

]
|Ψm⟩ .

(4.49b)

We can compute each bracket independently. The first term in the parenthesis in
the second line is:

⟨Ψm| (/∂δφ) /∇ |Ψn⟩ =
∫

d2x√gΨm(x)†(/∂δφ) /∇Ψn(x)

= −
∫

d2x√g δφ(x)
[
Ψm(x)† /∇

2Ψn(x) + Ψm(x)†
←−
/∇ /∇Ψn(x)

]
= −

∫
d2x√g δφ(x)Ψm(x)†

(
−D2 +m2

)
Ψn(x)

−
∫

d2x√g δφ(x)Ψm(x)†(
←−
D −mγ∗)(D −mγ∗)Ψn(x)

= (Λn −m2)⟨Ψm| δφ |Ψn⟩ − (λmλn +m2)⟨Ψm| δφ |Ψn⟩
+m(λm + λn)⟨Ψm| δφ γ∗ |Ψn⟩ .

After simplification, we get:

⟨Ψm| (/∂δφ) /∇ |Ψn⟩ = (Λn −m2)⟨Ψm| δφ |Ψn⟩ −⟨Ψm|
←−
/∇δφ /∇ |Ψn⟩

=
[
(Λn −m2) + (λmλn +m2)

]
⟨Ψm| δφ |Ψn⟩

+m(λm + λn)⟨Ψm| δφ γ∗ |Ψn⟩ .

(4.50)
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The second term is:

⟨Ψm| (∂µδφ)∇µ |Ψn⟩ =
∫

d2x√gΨm(x)†(∂µδφ)∇µΨn(x)

= −
∫

d2x√g δφ(x)
[
Ψm(x)†∆Ψn(x) + Ψm(x)†

←−
∇µ∇µΨn(x)

]
= −

∫
d2x√g δφ(x)Ψm(x)†

(
−D2 +m2 + R

4

)
Ψn(x)

−
∫

d2x√g δφ(x)Ψm(x)†
←−
∇µ∇µΨn(x).

After simplification, we get:

⟨Ψm| (∂µδφ)∇µ |Ψn⟩ =
(
Λn −m2 − R

4

)
⟨Ψm| δφ |Ψn⟩−⟨Ψm|

←−
∇µδφ ∇µ |Ψn⟩ . (4.51)

Finally, the third term is:

⟨Ψm|∆ δφ |Ψn⟩ =
∫

d2x√gΨm(x)†(∆ δφ) /∇Ψn(x)

=
∫

d2x√g δφ(x)
[
Ψm(x)†∆Ψn(x) + Ψm(x)†

←−
∆Ψn(x)

+ 2Ψm(x)†
←−
∇µ∇µΨn(x)

]
=
∫

d2x√g δφ(x)
[
Ψm(x)†

(
−D2 +m2 + R

4

)
Ψn(x)

+ Ψm(x)†
(
−
←−
D2 +m2 + R

4

)
Ψn(x)

]
+ 2 ⟨Ψm|

←−
∇µδφ ∇µ |Ψn⟩ .

After simplification, we get:

⟨Ψm|∆ δφ |Ψn⟩ =
(
−Λm − Λn + 2m2 + R

2

)
⟨Ψm| δφ |Ψn⟩+ 2⟨Ψm|

←−
∇µδφ ∇µ |Ψn⟩ .

(4.52)
Combining all three terms together, we get:

⟨Ψm| (/∂δφ) /∇ |Ψn⟩ −⟨Ψm| (∂µδφ)∇µ |Ψn⟩ −
1
2 ⟨Ψm|∆ δφ |Ψn⟩

=
((((((((((((
(Λn −m2)⟨Ψm| δφ |Ψn⟩ −⟨Ψm|

←−
/∇δφ /∇ |Ψn⟩ −

(
�����Λn −m2 −

�
��
R

4

)
⟨Ψm| δφ |Ψn⟩

+((((((((((
⟨Ψm|

←−
∇µδφ ∇µ |Ψn⟩ −

1
2

(
−Λm − Λn + 2m2 +

�
��
R

2

)
⟨Ψm| δφ |Ψn⟩

−((((((((((
⟨Ψm|

←−
∇µδφ ∇µ |Ψn⟩,

which yields finally:

⟨Ψm| (/∂δφ) /∇ |Ψn⟩ −⟨Ψm| (∂µδφ)∇µ |Ψn⟩ −
1
2 ⟨Ψm|∆ δφ |Ψn⟩

=
(Λm + Λn

2 −m2
)
⟨Ψm| δφ |Ψn⟩ −⟨Ψm|

←−
/∇δφ /∇ |Ψn⟩ .

(4.53)
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This allows to simplify the variation of the eigenvalues and eigenmodes:

δΛn = −(Λn −m2)⟨Ψn| δφ |Ψn⟩ −⟨Ψn|
←−
/∇δφ /∇ |Ψn⟩ , (4.54a)

δ |Ψn⟩ =−
1
2 δφ |Ψn⟩ −

1
2 ⟨Ψn| δφ |Ψn⟩ |Ψn⟩ −

∑
m∈Z
m ̸=n

Λn −m2

Λn − Λm
⟨Ψm| δφ |Ψn⟩ |Ψm⟩

−
∑

m̸=0,n

1
Λn − Λm

⟨Ψm|
←−
/∇δφ /∇ |Ψn⟩ |Ψm⟩ .

(4.54b)

following from:

δ |Ψn⟩ = −⟨Ψn| δφ |Ψn⟩ |Ψn⟩ − 2
∑
m∈Z
m̸=n

Λn −m2

Λn − Λm
⟨Ψm| δφ |Ψn⟩ |Ψm⟩

+
∑
m∈Z
m̸=n

1
Λn − Λm

[(Λm + Λn
2 −m2

)
⟨Ψm| δφ |Ψn⟩ −⟨Ψm|

←−
/∇δφ /∇ |Ψn⟩

]
|Ψm⟩

= −⟨Ψn| δφ |Ψn⟩ |Ψn⟩+
∑
m∈Z
m ̸=n

1
Λn − Λm

(Λm − Λn
2 − Λn +m2

)
⟨Ψm| δφ |Ψn⟩ |Ψm⟩

−
∑
m∈Z
m̸=n

1
Λn − Λm

⟨Ψm|
←−
/∇δφ /∇ |Ψn⟩ |Ψm⟩

= −⟨Ψn| δφ |Ψn⟩ |Ψn⟩ −
1
2
∑
m∈Z
m̸=n

⟨Ψm| δφ |Ψn⟩ |Ψm⟩

−
∑
m∈Z
m̸=n

Λn −m2

Λn − Λm
⟨Ψm| δφ |Ψn⟩ |Ψm⟩ −

∑
m∈Z
m̸=n

1
Λn − Λm

⟨Ψm|
←−
/∇δφ /∇ |Ψn⟩ |Ψm⟩ .

We obtain the result above by using the resolution of the identity. Note that the
term m = 0 in the last sum does not contribute since /∇Ψ0 = 0.

Note that extending the formula (4.54a) to the zero-modes correctly gives δΛ0 = 0
since Λ0 = m2 and /∇Ψ0 = 0. [HE: Check what happens for δΨ0 and if we need to
include m = 0] ⇐ 11

5 Gravitational action

The gravitational action (3.6) is defined as the WZW action for the metrics (gµν , ĝµν):

Sgrav[g, ĝ] := Seff[g]− Seff[ĝ] (5.1)

where the effective action is (3.4):

Seff = −1
4 ln det D

2

µ2
, (5.2)

where the scale µ has also been introduced here to make the argument of the logarithm
dimensionless [47, p. 188]. It can be properly derived by relating the measure for the

45



field with the measures for the modes [40, p. 4]. The simplest method to compute is
to consider two metrics related by an infinitesimal Weyl factor:

δgµν = 2gµνδφ. (5.3)

However, we first need to regularize the expression of the effective action which is
divergent as it stands.

We have found in (3.56b) the expression for the Green function G in terms of
modes:

G(x, y) =
∑
n∈Z

1
Λn

Ψn(x)Ψn(y)†. (5.4)

It is well known that this the Green function diverges at coincident points and
behaves as

G(x, y) ∼x∼y −
1
4π ln ℓ(x, y)2, (5.5)

where ℓ(x, y) is the geodesic length between points x and y. [HE: prove it] For this ⇐ 12
reason, it is necessary to introduce a regularization. A simple regularization is to just
remove this singularity and to define the regularized Green function at coincident
points as:

GR(x) := lim
y→x

(
G(x, y) + 1

4π ln
(
µ2ℓ(x, y)2

)
,

)
(5.6)

where µ is a scale inserted for dimensionality. However, We will consider ζ-regularization
in the rest of this paper. In general, we will omit the second position for all bi-local
functions when x = y, i.e. G(x) := G(x, x).

5.1 Spectral regularization

First, we define the bi-local ζ-function for the operator D2:

ζ(s, x, y) :=
∑
n∈Z

1
Λsn

Ψn(x)Ψn(y)†. (5.7)

and the corresponding integrated version:

ζ(s) :=
∫

d2x trD ζ(s, x) =
∑
n∈Z

1
Λsn

, (5.8)

where trD is the trace over Dirac indices.
The zeta function can be obtained as the Laplace transform of the heat kernel

K(t, x, y):

ζ(s, x, y) = 1
Γ(s)

∫ ∞

0
dt ts−1K(t, x, y), ζ(s) = 1

Γ(s)

∫ ∞

0
dt ts−1K(t). (5.9)

The heat kernel can be expressed in terms of modes as:

K(t, x, y) :=
∑
n∈Z

e−ΛntΨn(x)Ψn(y)†, K(t) :=
∑
n∈Z

e−Λnt, (5.10)

which is a solution of the diffusion equation:( d
dt +D2

)
K(t, x, y) = 0, K(t, x, y) ∼t∼0

δ(x− y)
√
g

12. (5.11)
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It also dies at t → ∞ when m2 > 0, otherwise it reduces to the projector on
zero-modes:

lim
t→∞

K(t, x, y) =
{
0 m2 > 0,
P (x, y) m2 = 0.

(5.12)

The Green function can be recovered either as the s→ 1 limit of the ζ-function,
or as the integral over t of the heat kernel:

G(x, y) = lim
s→1

ζ(s, x, y) =
∫ ∞

0
dtK(t, x, y). (5.13)

The boundary condition above directly demonstrates the short distance singularity
of the Green function.

Finally, it can be helpful to introduce the generalized heat kernel

K(s, t, x, y) :=
∑
n∈Z

e−tΛn

Λsn
Ψn(x)Ψn(y)†, (5.14)

which allows to recover both the ζ-function and heat kernel for t = 0 and s = 0
respectively.

The behaviour of K for small t is related to the asymptotics of the eigenvalues
Λn and eigenfunctions Ψn for large n, which in turn is related to the short-distance
properties of the Riemann surface. It is well-known that the small-t asymptotics is
given in terms of local expressions of the curvature and its derivatives and that on a
compact manifold without boundaries one has:

K(t, x, y) ∼t∼0
1
4πt e

−ℓ(x,y)2/4t∑
k≥0

ak(x, y) tk. (5.15)

The Seeley-DeWitt expansion ak(x, y) coefficients can be computed recursively using
normal coordinates around x. This simplies for x = y since ℓ(x, x) = 0:

K(t, x) ∼t∼0
1
4πt

∑
k≥0

ak(x) tk. (5.16)

and this is the only expansion we will need. The first two coefficients at coincident
points [47, p. 194]:

a0(x) = 12, a1(x) = −
(
R

12 +m2
)
12, (5.17)

where 12 is the 2-dimensional identity matrix for Dirac indices. This gives the
expression:

K(t) ∼t∼0
A

2πt −
χ

6 −
m2A

2π +O(t) (5.18)

The ζ-function has poles at:

s ∈ 1− k, k ∈ N. (5.19)

For s = −k ∈ −N, the ζ-function admits an analytic continuation:

ζ(−k, x) = (−1)k k!
4π ak+1(x). (5.20)
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Moreover, the residue at s = 1 is:

Ress=1 ζ(s, x) = lim
s→1

(s− 1) ζ(s, x) = 1
4π a0(x) =

1
4π 12. (5.21)

Using (5.27), the heat kernel K is easily related to the massless heat kernel as:

K(t, x, y) = e−m2tK(0)(t, x, y). (5.22)

Indeed, the derivative of e−m2t is equivalent to shiftingD(0)2 bym2, which corresponds
to D2.

Next, we need to convert the expressions for the functions without zero-modes.
We have:

ζ̃(s, x, y) = ζ(s, x, y)− P (x, y)
m2s , ζ̃(s) = ζ(s)− N0

m2s , (5.23)

where N0 is the number of zero-modes (3.86). As a special case, we have:

ζ̃(0, x, y) = ζ(0, x, y)− P (x, y), ζ̃(0) = ζ(0)−N0. (5.24)

Note that we also have the simple equality between the massless ζ-function at s = 0
and the ζ-function without zero-modes:

ζ̃(0)(0, x, y) = ζ̃(0, x, y) (5.25)

since they do not depend on the eigenvalues for s = 0, and this is the only place
where the mass appears.

The heat kernel without zero-modes has the following limits as t→∞:

lim
t→∞

K̃(t, x, y) = 0, lim
t→∞

em2tK̃(t, x, y) = 0, (5.26)

generalizing (5.12). The second is stronger and follows from the fact that Λ1 is
strictly greater than m2. A useful relation is:( d

dt +m2
)
K̃(t, x, y) = e−m2t d

dt
(
em2tK̃(t, x, y)

)
. (5.27)

The regularized ζ-function is defined by removing this pole:

ζR(s, x) := ζ(s, x)− Ress=1 ζ(s, x)
s− 1 = ζ(s, x)− 1

4π(s− 1) 12, (5.28)

where µ is the same scale as the one appearing in (5.2). We will see below why it is
needed. Then, the ζ-regularized Green function at coincident points is defined has:

Gζ(x) := lim
s→1

(
µ2s−2 ζ(s, x)− 1

4π(s− 1) 12
)
= ζR(1, x) +

1
4π 12 lnµ2. (5.29)

The same holds for the Green function without zero-modes, and one finds that
(3.104b) generalizes:

G̃ζ(x) := lim
s→1

µ2s−2 ζ̃R(s, x) = Gζ(x)−
1
m2 P (x). (5.30)
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It is possible to show that Gζ and GR defined in (5.6) differ only by a constant
(γ/2π) [48, 40, sec. 2.2].

The spectral regularization of the Green function also provides a regularization
of the determinant appearing in the effective action (3.4) [47, sec. 5.3.3]:

Seff = −1
4
∑
n̸=0

ln Λn
µ2
. (5.31)

The sum can be regularized with the ζ-function as∑
n̸=0

ln Λn
µ2

= lim
s→0

∑
n̸=0

1
Λsn

ln Λn
µ2
, (5.32)

giving:

Seff = 1
4
(
ζ̃ ′(0) + ζ̃(0) lnµ2

)
. (5.33)

The first term follows by noting that:

d
ds

1
Λsn

= − ln Λn
Λsn

. (5.34)

The ζ-function at coincident points ζ(s, x) is a scalar for s ≠ 1. In particular, we
have

∆0 trD ζ(s, x) = trD∆1/2⊗1/2ζ(s, x), (5.35)

where ∆s is the spin-s Laplacian (this relation is obviously true only at coincident
points and not for x ̸= y).

We have seen that {/Ψn} is a complete basis for D2. This implies that the
ζ-function (5.7) can be written as:

ζ̃(s, x, y) =
∑
n̸=0

/∇Ψn(x)
(
/∇Ψn(y)

)†
Λsn(Λn −m2) , (5.36)

where the additional factor in the denominator indicates that the basis is not
normalized. This allows to obtain the relation:

∑
n̸=0

/∇Ψn(x)
(
/∇Ψn(y)

)†
Λs+1
n

= ζ̃(s, x, y)−m2 ζ̃(s+ 1, x, y), (5.37)

which follows by inserting (Λn −m2) in the numerator and denominator and using
(5.36):

∑
n ̸=0

/∇Ψn(x)
(
/∇Ψn(y)

)†
Λs+1
n

=
∑
n̸=0

(Λn −m2)
Λs+1
n (Λn −m2)

/∇Ψn(x)
(
/∇Ψn(y)

)†
.

Using the ζ-function, we can rewrite the mass expansion (3.112) of the Green
function as:

G̃(x, y) = G̃(0)(x, y) +
∑
s≥1

(−1)sm2sζ̃(s+ 1, x, y). (5.38)

[HE: Compute ∆ tr ζ(s, x) and use this to find which equation solves ∆ trG(x, y)]
⇐ 13
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5.2 Computation of the gravitational action

The goal of this section is to compute the ζ-regularized gravitational action. We
consider the infintesimal variation of (5.33) under the Weyl transformation (4.2):

δSeff = 1
4
(
δζ ′(0) + δζ(0) lnµ2

)
. (5.39)

Hence, we need to find the variation of the ζ-function. This can be written in
terms of the variation of the eigenvalues:

δζ(s) = −s
∑
n∈Z

δΛn
Λs+1
n

. (5.40)

Since δΛ0 = 0, both ζ-function with and without zero-modes have the same variations:

δζ̃(s) = δζ(s). (5.41)

This is convenient because it allows to treat both the massless and massive cases at
the same time.

5.2.1 Variations of spectral functions

First, we can then use (5.37) to write:

∑
n̸=0

1
Λs+1
n

⟨Ψn|
←−
/∇δφ /∇ |Ψn⟩ =

∑
n̸=0

1
Λsn
⟨Ψn| δφ |Ψn⟩ −m2 ∑

n ̸=0

1
Λs+1
n

⟨Ψn| δφ |Ψn⟩ .

(5.42)

ζ-function We first derive the variation δζ(s, x, y). To simplify the computation,
we assume that there is a single zero-mode N0 = 1: the same results could be
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obtained by keeping N0 arbitrary but using P (x, y) and κ. Using (4.54), we have:

δζ(s, x, y) = δ
∑
n∈Z

Ψn(x)Ψn(y)†

Λsn

=
∑
n∈Z

1
Λsn

δΨn(x)Ψn(y)† +
∑
n∈Z

1
Λsn

Ψn(x)δΨn(y)† − s
∑
n∈Z

δΛn
Λs+1
n

Ψn(x)Ψn(y)†

= −
∑
n∈Z

1
Λsn

[1
2 δφ(x)Ψn(x) +

1
2 ⟨Ψn| δφ |Ψn⟩Ψn(x)

+
∑
m∈Z
m ̸=n

Λn −m2

Λn − Λm
⟨Ψm| δφ |Ψn⟩Ψm(x)

+
∑
m∈Z
m ̸=n

1
Λn − Λm

⟨Ψm|
←−
/∇δφ /∇ |Ψn⟩Ψm(x)

]
Ψn(y)†

−
∑
n∈Z

1
Λsn

Ψn(x)
[1
2 δφ(y)Ψn(y)† +

1
2 ⟨Ψn| δφ |Ψn⟩Ψn(y)†

+
∑
m∈Z
m ̸=n

Λn −m2

Λn − Λm
⟨Ψn| δφ |Ψm⟩Ψm(y)†

+
∑
m∈Z
m ̸=n

1
Λn − Λm

⟨Ψn|
←−
/∇δφ /∇ |Ψm⟩Ψm(y)†

]

+
∑
n̸=0

s

Λs+1
n

[
(Λn −m2)⟨Ψn| δφ |Ψn⟩+⟨Ψn|

←−
/∇δφ /∇ |Ψn⟩

]
Ψn(x)Ψn(y)†

= −1
2
(
δφ(x) + δφ(y)

)
ζ̃(s, x, y) +

∑
n∈Z

1
Λsn

(
s− 1− m2s

Λn

)
⟨Ψn| δφ |Ψn⟩Ψn(x)Ψn(y)†

−
∑

m,n∈Z
m̸=n

[ Λs−1
m − Λs−1

n

Λs−1
n Λs−1

m (Λn − Λm)
+ m2(Λsn − Λsm)

ΛsnΛsm(Λn − Λm)

]
⟨Ψm| δφ |Ψn⟩Ψm(x)Ψn(y)†

+
∑

m,n ̸=0
m̸=n

Λsn − Λsm
ΛsnΛsm(Λn − Λm)

⟨Ψm|
←−
/∇δφ /∇ |Ψn⟩Ψm(x)Ψn(y)†

+
∑
n̸=0

s

Λs+1
n

⟨Ψn|
←−
/∇δφ /∇ |Ψn⟩Ψn(x)Ψn(y)†.

To get the fourth equality, we have exchanged m ↔ n in the fourth to sixth lines,
and used the relations:

1
Λn − Λm

[Λn −m2

Λsn
− Λm −m2

Λsm

]
= 1

ΛsnΛsm(Λn − Λm)
[
Λsm(Λn −m2)− Λsn(Λm −m2)

]
= 1

ΛsnΛsm(Λn − Λm)
[
ΛmΛn(Λs−1

m − Λs−1
n ) +m2(Λsn − Λsm)

]
,

1
Λn − Λm

[ 1
Λsn
− 1

Λsm

]
= Λsm − Λsn

ΛsnΛsm(Λn − Λm)
.
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Hence, we have:

δζ̃(s, x, y) =− 1
2
(
δφ(x) + δφ(y)

)
ζ(s, x, y)

+
∑
n∈Z

1
Λsn

(
s− 1− m2s

Λn

)
⟨Ψn| δφ |Ψn⟩Ψn(x)Ψn(y)†

+
∑
n̸=0

s

Λs+1
n

⟨Ψn|
←−
/∇δφ /∇ |Ψn⟩Ψn(x)Ψn(y)†

+
∑

m,n∈Z
m̸=n

[ Λs−1
n − Λs−1

m

Λs−1
n Λs−1

m (Λn − Λm)
− m2(Λsn − Λsm)

ΛsnΛsm(Λn − Λm)

]

×⟨Ψm| δφ |Ψn⟩Ψm(x)Ψn(y)†

+
∑

m,n ̸=0
m ̸=n

Λsn − Λsm
ΛsnΛsm(Λn − Λm)

⟨Ψm|
←−
/∇δφ /∇ |Ψn⟩Ψm(x)Ψn(y)†.

(5.43)

Using the following limit:

lim
y→x

xs − ys

x− y
= lim

ϵ→0

1
ϵ

(
xs − (x+ ϵ)s

)
= −xs lim

ϵ→0

1
ϵ

(
1− (1 + ϵ/x)s

)
= −xs lim

ϵ→0

1
ϵ

(
− ϵs/x

)
= s xs−1,

we obtain the limits with eigenvalues ratios:

lim
m→n

Λsn − Λsm
ΛsnΛsm(Λn − Λm)

= s

Λs+1
n

, (5.44a)

lim
m→n

[ Λs−1
n − Λs−1

m

Λs−1
n Λs−1

m (Λn − Λm)
− m2(Λsn − Λsm)

ΛsnΛsm(Λn − Λm)

]
= s− 1

Λsn
− sm2

Λs+1
n

. (5.44b)

This shows that we can rewrite (5.43) as:

δζ(s, x, y) =− 1
2
(
δφ(x) + δφ(y)

)
ζ(s, x, y)

+
∑

m,n∈Z

[ Λs−1
n − Λs−1

m

Λs−1
n Λs−1

m (Λn − Λm)
− m2(Λsn − Λsm)

ΛsnΛsm(Λn − Λm)

]
×⟨Ψm| δφ |Ψn⟩Ψm(x)Ψn(y)†

+
∑

m,n ̸=0

Λsn − Λsm
ΛsnΛsm(Λn − Λm)

⟨Ψm|
←−
/∇δφ /∇ |Ψn⟩Ψm(x)Ψn(y)†.

(5.45)

by evaluating properly the case m = n.
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Next, we want to find the variation for the ζ-function without zero-modes:

δζ̃(s, x, y) = δζ(s, x, y)− δP (x, y)
m2s

= −1
2
(
δφ(x) + δφ(y)

)
ζ(s, x, y)

+
∑

m,n∈Z

[ Λs−1
n − Λs−1

m

Λs−1
n Λs−1

m (Λn − Λm)
− m2(Λsn − Λsm)

ΛsnΛsm(Λn − Λm)

]
×⟨Ψm| δφ |Ψn⟩Ψm(x)Ψn(y)†

+
∑

m,n ̸=0

Λsn − Λsm
ΛsnΛsm(Λn − Λm)

⟨Ψm|
←−
/∇δφ /∇ |Ψn⟩Ψm(x)Ψn(y)†

+ 1
2
(
δφ(x) + δφ(y)

)P (x, y)
m2s + 1

m2s

∫
d2z√g δφ(z)P (x, z)P (z, y)

= −1
2
(
δφ(x) + δφ(y)

)
ζ̃(s, x, y)

+
∑

m,n ̸=0

[ Λs−1
n − Λs−1

m

Λs−1
n Λs−1

m (Λn − Λm)
− m2(Λsn − Λsm)

ΛsnΛsm(Λn − Λm)

]
×⟨Ψm| δφ |Ψn⟩Ψm(x)Ψn(y)†

+
∑
n̸=0

[ Λs−1
n −m2(s−1)

Λs−1
n m2(s−1)(Λn −m2)

− m2(Λsn −m2s)
Λsnm2s(Λn −m2)

]
×⟨ψ0,i| δφ |Ψn⟩κijψ0,j(x)Ψn(y)†

+
∑
m ̸=0

[
m2(s−1) − Λs−1

m

m2(s−1)Λs−1
m (m2 − Λm)

− m2(m2s − Λsm)
m2sΛsm(m2 − Λm)

]
×⟨Ψm| δφ |ψ0,i⟩Ψm(x)κijψ0,j(y)†

+
(
�s− 1
m2s −

�
�

�
��sm2

m2(s+1)

)
(((((((((((((((((

⟨ψ0,i| δφ |ψ0,k⟩κijψ0,j(x)κkℓψ0,ℓ(y)†

+
∑

m,n ̸=0

Λsn − Λsm
ΛsnΛsm(Λn − Λm)

⟨Ψm|
←−
/∇δφ /∇ |Ψn⟩Ψm(x)Ψn(y)†

+
(((((((((((((((((1
m2s

∫
d2z√g δφ(z)P (x, z)P (z, y).
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using (4.12) and (5.44). After simplification, we find:

δζ̃(s, x, y) =− 1
2
(
δφ(x) + δφ(y)

)
ζ̃(s, x, y)

+
∑

m,n ̸=0

[ Λs−1
n − Λs−1

m

Λs−1
n Λs−1

m (Λn − Λm)
− m2(Λsn − Λsm)

ΛsnΛsm(Λn − Λm)

]
×⟨Ψm| δφ |Ψn⟩Ψm(x)Ψn(y)†

+
∑
n̸=0

[ Λs−1
n −m2(s−1)

Λs−1
n m2(s−1)(Λn −m2)

− m2(Λsn −m2s)
Λsnm2s(Λn −m2)

]
×⟨ψ0,i| δφ |Ψn⟩κijψ0,j(x)Ψn(y)†

+
∑
m ̸=0

[
m2(s−1) − Λs−1

m

m2(s−1)Λs−1
m (m2 − Λm)

− m2(m2s − Λsm)
m2sΛsm(m2 − Λm)

]
×⟨Ψm| δφ |ψ0,i⟩Ψm(x)κijψ0,j(y)†

+
∑

m,n ̸=0

Λsn − Λsm
ΛsnΛsm(Λn − Λm)

⟨Ψm|
←−
/∇δφ /∇ |Ψn⟩Ψm(x)Ψn(y)†.

(5.46)

Next, we are interested in obtaining δζ(s). First, we integrate (5.45) over x = y
and take the Dirac trace, using∫

d2x√g trD Ψm(x)Ψn(x)† = δmn. (5.47)

This implies that only terms with m = n in the sum contributes, such that double
sums reduce to a single sum. We find:∫

d2x√g trD δζ(s, x) = (s− 2)
∑
n∈Z

1
Λsn
⟨Ψn| δφ |Ψn⟩ −m2s

∑
n∈Z

1
Λs+1
n

⟨Ψn| δφ |Ψn⟩

+
∑
n̸=0

[ Λs−1
n −m2(s−1)

Λs−1
n m2(s−1)(Λn −m2)

− m2(Λsn −m2s)
Λsnm2s(Λn −m2)

]
×⟨ψ0,i| δφ |Ψn⟩κijψ0,j(x)Ψn(y)†

+
∑
m ̸=0

[
m2(s−1) − Λs−1

m

m2(s−1)Λs−1
m (m2 − Λm)

− m2(m2s − Λsm)
m2sΛsm(m2 − Λm)

]
×⟨Ψm| δφ |ψ0,i⟩Ψm(x)κijψ0,j(y)†

+ s
∑
n∈Z

1
Λs+1
n

⟨Ψn|
←−
/∇δφ /∇ |Ψn⟩ .

(5.48)
Using (5.42), this finally gives:

∫
d2x√g trD δζ(s, x) = 2

∑
n∈Z

1
Λsn

(
s− 1− m2s

Λn

)
⟨Ψn| δφ |Ψn⟩

= 2
∫

d2x√g δφ(x) trD
(
(s− 1)ζ(s, x)−m2s ζ(s+ 1, x)

)
.

(5.49)
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Next, we want to obtain the trace of δζ̃(s, x, y) from (5.46). We see immediately
that the additional cross-terms with zero-modes and non-zero modes in (5.46) com-
pared to (5.45) do not contribute since these modes are orthogonal. Hence, the only
difference with respect to (5.49) is to use tilde functions:

∫
d2x√g trD δζ̃(s, x) = 2

∑
n̸=0

1
Λsn

(
s− 1− m2s

Λn

)
⟨Ψn| δφ |Ψn⟩

= 2
∫

d2x√g δφ(x) trD
(
(s− 1)ζ̃(s, x)−m2s ζ̃(s+ 1, x)

)
.

(5.50)
Let’s check if (5.49) and (5.50) are consistent. Using (5.23), we can write:

(s− 1)ζ(s, x)−m2s ζ(s+ 1, x) = (s− 1)
(
ζ̃(s, x) + P (x)

m2s

)
−m2s

(
ζ̃(s+ 1, x) + P (x)

m2(s+1)

)
= (s− 1)ζ̃(s, x)−m2s ζ̃(s+ 1, x)− P (x)

m2s

such that∫
d2x√g trD δζ(s, x) =

∫
d2x√g trD δζ̃(s, x)−

2
m2s

∫
d2x√g δφ(x) trD P (x).

(5.51)
We can also use (5.23) and (4.12):∫

d2x√g trD δζ(s, x) =
∫

d2x√g trD
(
δζ̃(s, x) + δP (x)

m2s

)
=
∫

d2x√g trD δζ̃(s, x)−
1
m2s

∫
d2x√g δφ(x) trD P (x)

− 1
m2s

∫
d2x√g

∫
d2y√g δφ(y) trD P (x, y)P (y, x).

Using (3.84) to simplify the last term correctly reproduces the formula above.
To find δζ̃(s), we need to add the variation of the conformal factor:

δζ̃(s) = 2
∫

d2x√g δφ(x) trD δζ̃(s, x) +
∫

d2x√g trD δζ̃(s, x). (5.52)

Adding this with (5.49) gives:

δζ(s) = δζ̃(s) = 2s
∑
n̸=0

1
Λsn

(
1− m2

Λn

)
⟨Ψn| δφ |Ψn⟩

= 2s
∫

d2x√g δφ(x) trD
(
ζ̃(s, x)−m2ζ̃(s+ 1, x)

)
.

(5.53)

As an exercise, let’s check that evaluating (5.40) gives the same formula:

δζ̃(s) = −s
∑
n̸=0

δΛn
Λs+1
n

= s
∑
n ̸=0

1
Λs+1
n

(
(Λn −m2)⟨Ψn| δφ |Ψn⟩+⟨Ψn|

←−
/∇δφ /∇ |Ψn⟩

)
.

Using (5.42), we recover (5.53).
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We also need to compute the derivative:

δζ̃ ′(s) = 2
(
1 + s

d
ds

)∫
d2x√g δφ(x) trD

(
ζ̃(s, x)−m2ζ̃(s+ 1, x)

)
= 2

∫
d2x√g δφ(x) trD

(
ζ̃(s, x)−m2ζ̃(s+ 1, x)

)
+ 2s

∫
d2x√g δφ(x) trD

(
ζ̃ ′(s, x)−m2ζ̃ ′(s+ 1, x)

)
.

(5.54)

We can now evaluate the variation and its derivative at s = 0. Fist, we have:

δζ̃(0) = −m
2

π

∫
d2x√g δφ(x) (5.55)

using that ζ̃(s, x) is regular at s = 0 and

lim
s→0

s ζ̃(s+ 1, x) = lim
s→0

s ζ(s+ 1, x) = Ress=1 ζ(s, x) =
1
4π 12.

The first equality follows by using (5.24) and that the projector term is independent
of s. The last equality follows from (5.21).

Similarly, we find for the derivative:

δζ̃ ′(0) = − 1
12π

∫
d2x√g δφ(x)R(x)− 2m2

∫
d2x√g δφ(x)

(
trD G̃ζ(x) +

1
4π

)
− 2

∫
d2x√g δφ(x) trD P (x) +

m2

π
lnµ2

∫
d2x√g δφ(x).

(5.56)
This follows by noting first that

lim
s→0

s ζ̃ ′(s, x) = 0 (5.57)

and that

lim
s→0

(
1 + s

d
ds

)
ζ̃(s+ 1, x) = ζ̃R(1, x) = G̃ζ(x)−

1
4π 12 lnµ2, (5.58)

where the regularizd ζ-function and Green function were defined in (5.28) and (5.29).
We have:

δζ̃ ′(0) = 2
∫

d2x√g δφ(x) trD
(a1(x)

4π − P (x)
)

− 2m2
∫

d2x√g δφ(x) trD
(
G̃ζ(x) +

1
4π 12 lnµ2

)
= −2

∫
d2x√g δφ(x) trD

( 1
4π

(
R

12 +m2
)
12 + P (x)

)
− 2m2

∫
d2x√g δφ(x) trD G̃ζ(x) +

m2

π
lnµ2

∫
d2x√g δφ(x).
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Green function For s = 1, we correctly reproduce the variation of the Green
function (4.32) from (5.43):

δG(x, y) = δζ(1, x, y)

= −1
2
(
δφ(x) + δφ(y)

)
ζ(1, x, y)−

∑
m,n∈Z

m2

ΛnΛm
⟨Ψm| δφ |Ψn⟩Ψm(x)Ψn(y)†

+
∑

m,n∈Z

1
ΛnΛm

⟨Ψm|
←−
/∇δφ /∇ |Ψn⟩Ψm(x)Ψn(y)†.

(5.59)
Similarly, we can check that we reproduce correctly the variation (4.35) of the

Green function without zero-modes:

δG̃(x, y) = δζ̃(1, x, y)

= −1
2
(
δφ(x) + δφ(y)

)
ζ̃(1, x, y)−

∑
m,n ̸=0

m2

ΛnΛm
⟨Ψm| δφ |Ψn⟩Ψm(x)Ψn(y)†

−
∑
n̸=0

1
Λn
⟨ψ0,i| δφ |Ψn⟩κijψ0,j(x)Ψn(y)†

−
∑
m ̸=0

1
Λn
⟨Ψm| δφ |ψ0,i⟩Ψm(x)κijψ0,j(y)†

+
∑

m,n ̸=0

1
ΛnΛm

⟨Ψm|
←−
/∇δφ /∇ |Ψn⟩Ψm(x)Ψn(y)†.

(5.60)
We have seen that it is not possible to simplify the variation (4.32) or (5.59) of

the Green function further without taking the trace over Dirac indices and spacetime,
which is what we will need to compute the action. The integrated trace of the Green
function is given by (5.49) at s = 1:∫

d2x√g trD δG̃(x) =
∫

d2x√g δζ̃(1, x) = −2m2
∫

d2x√g δφ(x) trD ζ̃(2, x).

(5.61)
Finally, we want to compute the variation of the regularized Green function

(5.29). The simplest way is to use the fact that δGζ = δGR since GR defined in (5.6)
differs from Gζ by a constant.

δG̃ζ(x) := lim
y→x

(
δG̃(x, y) + 1

4π δ ln
(
µ2ℓ(x, y)2

))
(5.62)

[HE: How to get this from (5.29)?] The variation of the geodesic distance is given in ⇐ 14
(4.42)

δ ln
(
µ2ℓ(x, y)2

)
= δφ(x) + δφ(y), (5.63)

and the one of the Green function in (4.32) or in (5.59). Again, we cannot proceed
further without integrating the variation. Using (5.61), we find:∫

d2x√g trD δG̃ζ(x) = −2m2
∫

d2x√g δφ(x) trD ζ̃(2, x) +
1
π

∫
d2x√g δφ(x).

(5.64)

57



Finally, we find the variation of the integrated Green function (3.114):

δΨG[g] = 2
∫

d2x√g δφ(x) trD
(
G̃(x)−m2 ζ̃(2, x)

)
+ 1
π

∫
d2x√g δφ(x), (5.65)

following from:

δΨG[g] = δ
∫

d2x√g trD G̃(x)

= 2
∫

d2x√g δφ(x) trD G̃(x) +
∫

d2x√g trD δG̃(x).

Heat kernel The variation of the integrated heat kernel (5.10) is:

δK̃(t) = −2t
( d
dt +m2

)∫
d2x√g δφ(x) trD K̃(t, x), (5.66)

This follows from:

δK̃(t) = −t
∑
n̸=0

e−Λnt δΛn

= t
∑
n ̸=0

e−Λnt
(
(Λn −m2)⟨Ψn| δφ |Ψn⟩+⟨Ψn|

←−
/∇δφ /∇ |Ψn⟩

)
= 2t

∑
n̸=0

e−Λnt
(
(Λn −m2)⟨Ψn| δφ |Ψn⟩

)
= −2t

( d
dt +m2

)∑
n̸=0

e−Λnt ⟨Ψn| δφ |Ψn⟩ ,

using (4.54a) and (5.42) with s = −1. Using (5.22), the variation can be simplified
further as:

δK̃(t) = −2t e−m2t
∫

d2x√g δφ(x) trD
d
dt K̃

(0)(t, x), (5.67)

where K̃(0) is the massless heat kernel.

5.2.2 Variations of effective action

Summing (5.55) and (5.56) together, we obtain the variation of the effective action
(5.33):

δSeff = − 1
48π

∫
d2x√g δφ(x)R(x)− m2

2

∫
d2x√g δφ(x) trD

(
G̃ζ(x) +

1
4π

)
− 1

2

∫
d2x√g δφ(x) trD P (x).

(5.68)
We see that the terms in lnµ2 cancel. Moreover, we can use the relation (3.104b) to
combine the projector and the Green function without zero-modes:

δSeff = − 1
48π

∫
d2x√g δφ(x)R(x)− m2

2

∫
d2x√g δφ(x) trD

(
Gζ(x) +

1
4π

)
.

(5.69)
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In order to integrate this equation for a finite transformation, we need to express
each term in terms of a total variation. The first term is easily recognized as the
variation of the Liouville action

δSL = 1
4π

∫
d2x√g δφ(x)R(x). (5.70)

The third term is the variation of the log of the determinant of the zero-mode
inner-product matrix (4.11):

δ ln detκ = tr
∫

d2x√g δφ(x) trD P (x). (5.71)

At this intermediate stage, we have:

δSeff =− 1
12 δSL −

1
2 δ ln detκ−

m2

2

∫
d2x√g δφ(x) trD

(
G̃ζ(x) +

1
4π

)
. (5.72)

The last term can be rewritten as:

2
∫

d2x√g δφ(x) trD G̃ζ(x) = δ
∫

d2x√g trD G̃ζ(x)−
∫

d2x√g trD δG̃ζ(x). (5.73)

The second term in this last expression can be expressed as (5.64):∫
d2x√g trD δG̃(x) = −2m2

∫
d2x√g δφ(x) trD ζ̃(2, x) +

1
π

∫
d2x√g δφ(x).

In total, we have:∫
d2x√g δφ(x) trD

(
G̃ζ(x) +

1
4π

)
= 1

2π

∫
d2x√g δφ(x) +

∫
d2x√g δφ(x) trD G̃ζ(x)

= 1
2π

∫
d2x√g δφ(x) + 1

2 δ
∫

d2x√g trD G̃ζ(x)−
1
2

∫
d2x√g trD δG̃ζ(x)

=
����������1
2π

∫
d2x√g δφ(x) + 1

2 δ
∫

d2x√g trD G̃ζ(x)

+m2
∫

d2x√g δφ(x) trD ζ̃(2, x)−
����������1
2π

∫
d2x√g δφ(x).

To summarize the current state of the action, we have:

δSeff =− 1
12 δSL −

1
2 δ ln detκ−

m2

4 δ
∫

d2x√g trD G̃ζ(x)

− m4

2

∫
d2x√g δφ(x) trD ζ̃(2, x).

(5.74)

We need to express the term with ζ̃(2, x) as a total variation.
First, we rewrite ζ̃(2, x) in terms of the heat kernel using (5.9):

ζ̃(2, x, y) = 1
���Γ(2)

∫ ∞

0
dt t K̃(t, x, y). (5.75)
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Let’s recall (5.27) which we will need several times:( d
dt +m2

)
K̃(t, x, y) = e−m2t d

dt
(
em2tK̃(t, x, y)

)
. (5.76)

This allows to prove two useful relations. The first is:∫ ∞

0
dt (m2t+1)

( d
dt +m2

)
K̃(t, x, y) = −K̃(0, x, y)+m4

∫ ∞

0
dt t K̃(t, x, y), (5.77)

which allows to obtain tK̃(t). It follows from:∫ ∞

0
dt (m2t+ 1)

( d
dt +m2

)
K̃(t, x, y)

=
∫ ∞

0
dt (m2t+ 1) e−m2t d

dt
(
em2tK̃(t, x, y)

)
=
∫ ∞

0
dt d

dt
(
(m2t+ 1)K̃(t, x, y)

)
−
∫ ∞

0
dt d

dt
(
(m2t+ 1)e−m2t

)
em2t K̃(t, x, y)

=
((((((((((((
lim
t→∞

(m2t+ 1)K̃(t, x, y)− K̃(0, x, y)−
∫ ∞

0
dt
(
��m

2 −m2(m2t+ �1)
)
K̃(t, x, y).

We have to find another identity involving the heat kernel at t = 0:∫ ∞

0
dt em2t

( d
dt +m2

)
K̃(t, x, y) = −K̃(0, x, y). (5.78)

This follows from:∫ ∞

0
dt em2t

( d
dt +m2

)
K̃(t, x, y) =

∫ ∞

0
dt d

dt
(
em2tK̃(t, x, y)

)
=

���������
lim
t→∞

em2tK̃(t, x, y)− K̃(0, x, y).

The first term cancels because Λ1 > m2, see (5.26). Thus, we find that:

m4
∫ ∞

0
dt t K̃(t, x, y) = −

∫ ∞

0
dt
(
em2t −m2t− 1

) ( d
dt +m2

)
K̃(t, x, y). (5.79)

Finally, we can use (5.66)

δK̃(t) = −2t
( d
dt +m2

)∫
d2x√g δφ(x) trD K̃(t, x), (5.80)

to obtain:

m4
∫

d2x√g δφ(x) trD ζ̃(2, x) = m4
∫

d2x√g δφ(x)
∫ ∞

0
dt t K̃(t, x)

= 1
2

∫ ∞

0

dt
t

(
em2t −m2t− 1

)
δK̃(t).

(5.81)

The action becomes:

δSeff =− 1
12 δSL −

1
2 δ ln detκ−

m2

2 δ
∫

d2x√g trD G̃ζ(x)

− 1
4

∫ ∞

0

dt
t

(
em2t −m2t− 1

)
δK̃(t).

(5.82)
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We can now integrate (5.82) to find the effective action:

Sgrav =− 1
12 SL[g, ĝ]−

1
2 ln detκ[g]

detκ[ĝ] −
m2

2
(
ΨG[g]−ΨG[ĝ]

)
− 1

4

∫ ∞

0

dt
t

(
em2t −m2t− 1

)(
K̃g(t)− K̃ĝ(t)

)
.

(5.83)

where we have defined the integrated regularized Green function ΨG,ζ [g] generalizes
(3.114):

ΨG,ζ [g] :=
∫

d2x√g trD G̃g,ζ(x). (5.84)

Note that all functionals have well-defined m2 → 0 limit, such that one correctly
gets the Liouville action.

5.3 Small mass expansion

In this section, we want to study the small expansion of (5.83). We will focus on the
first correction to the Liouville action. First, we note that the last term does not
contribute:

1
4

∫ ∞

0

dt
t

(
em2t −m2t− 1

)(
K̃g(t)− K̃ĝ(t)

)
= O(m4) (5.85)

as can be seen by expanding the exponential in powers of m2. Moreover, we can use
(3.112)

G̃(x, y) = G̃(0)(x, y) +O(m2) (5.86)
to use the massless Green function instead. As a consequence, the action (5.83) up
to O(m2) reads:

Sgrav = − 1
12 SL[g, ĝ]−

1
2 ln detκ[g]

detκ[ĝ] −
m2

2
(
Ψ(0)
G [g]−Ψ(0)

G [ĝ]
)
+O(m4). (5.87)

At this order, the variaton of the effective action reads:

δSeff = − 1
12 δSL −

1
2 δ ln detκ−

m2

2

∫
d2x√g δφ(x) trD

(
G̃

(0)
ζ (x) + 1

4π

)
+O(m4)

= − 1
12 δSL −

1
2 δ ln detκ−

m2

4 δ
∫

d2x√g trD G̃(0)
ζ (x) +O(m4).

(5.88)

In order to compute the third term, we take the m2 → 0 limit of (5.65) and add
the regularization term:

δΨG,ζ [g] = 2
∫

d2x√g δφ(x) trD
(
G̃

(0)
ζ (x) + 1

2π

)
+O(m2). (5.89)

Next, inserting the relation (A.57), we get:∫
d2x√g δφ(x) trD G̃(0)

ζ (x) =
∫

d2x√g
(
δA

2A + A

4 ∆ δK(x)
)
trD G̃(0)

ζ (x)

= δA

2A

∫
d2x√g trD G̃(0)

ζ (x) + A

4

∫
d2x√g δK(x) trD∆ G̃

(0)
ζ (x)

= δA

2A

∫
d2x√g trD G̃(0)

ζ (x) + A

4

∫
d2x√g δK(x) trD∆ G̃

(0)
ζ (x)
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where we have used Green’s second identity (A.16). [HE: Can we evaluate trD∆ G̃
(0)
ζ (x)

by generalizing [35, sec. 3.2.5, app. A]?] ⇐ 15

A Formulas

A.1 Conventions

Greek indices refer to the curved frame and Latin indices (a, b, etc.) to the local
flat frame. Explicit indices are denoted by letters in the first case, µ = (t, x), and
numbers in the second case, a = 0, 1. We follow the conventions of [19, 24] (they
have minor divergences).

A.1.1 Lorentzian coordinates

The coordinates are denoted as xµ = (t, x) in Lorentzian signature. The metric in
the local flat frame is

ηab = diag(−1, 1) (A.1)

such that
ds2 = −dt2 + dx2 = −dx+dx−, (A.2)

where the light-cone coordinates read [19, sec. 2.3]:

x± := t± x. (A.3)

The metric gµν is related to the local flat metric through the zweibeins:

gµν = eaµe
b
νηab. (A.4)

The Levi–Civita antisymmetric tensor is defined in the local frame as [19, p. 512]:

ε01 = 1, ε01 = −1. (A.5)

We have εµνεµν = −2. In curved space, it corresponds to a density tensor rather
than to a tensor:

εµν := eaµe
b
νεab, εµν := gµρgνσερσ (A.6)

such that
εtx =

√
det g, εtx = − 1√

det g
. (A.7)

Note that it is possible to define a tensor (called ϵ symbol as ϵµν :=
√
det g εµν).

A.1.2 Euclidean coordinates

The Wick rotation from Lorentzian time t to Euclidean time τ reads:

t = −iτ (A.8)

such that
ds2 = dτ2 + dx2 = dzdz̄, (A.9)

where the complex coordinates are defined as

z = τ + ix = ix+, z̄ = τ − ix = ix−. (A.10)
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As a consequence, we have

∂ = −i∂+, ∂̄ = −i∂−. (A.11)

We have:
∂ = 1

2(∂t − i∂x), ∂̄ = 1
2(∂t + i∂x),

V z = V t + iV x V z̄ = V t − iV x,

d2x := dtdx = 1
2 d2z, d2z := dzdz̄,

δ(z) = 1
2 δ(x).

(A.12)

The Levi–Civita antisymmetric tensor is defined in the local frame as:

ε01 = 1, ε01 = 1. (A.13)

We have εµνεµν = 2. In complex coordinates, it reads:

εzz̄ =
i
2 , εzz̄ = −2i. (A.14)

Note that γ∗ takes the same value in both the local and curved frames. Indeed,
in the curved frame, it is given by εµνγµγν = γ∗ since εµν is a density and contains√
g. As a consequence, it is Weyl invariant.

A.2 Geometry, covariant derivatives and Green functions

All formulas in this subsection and in the following ones are in d-dimensional
Lorentzian signature.

Green’s second identity states that:∫
ddx√g

(
f ∇µ(h∇µ g)− g∇µ(h∇µ f)

)
= 0 (A.15)

for any three functions f , g and h. This implies in particular:∫
d2d√g

(
f ∆ g − g∆ f

)
= 0. (A.16)

Curvature The Christoffel connection Γρµν reads:

Γρµν := 1
2 g

ρσ(∂µgνσ + ∂νgµσ − ∂σgµν
)
. (A.17)

We have the relations:

Γνµν = 1
2 g

νρ∂µgνρ =
1
2 ∂µ ln g, (A.18a)

gµσΓνρσ + gνσΓµρσ = ∂ρg
µν , (A.18b)

gνσΓσµρ + gµσΓσνρ = ∂ρgµν , (A.18c)
gµσΓσνρ − gνσΓσµρ = ∂νgµρ − ∂µgνρ. (A.18d)
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This follows from:

gνσΓσµρ ± gµσΓσνρ =
1
2 δ

τ
ν

(
∂µgρτ + ∂ρgµτ − ∂τgµρ

)
± 1

2 δ
τ
µ

(
∂νgρτ + ∂ρgντ − ∂τgνρ

)
= 1

2
(
∂µgρν + ∂ρgµν − ∂νgµρ ± ∂νgρµ ± ∂ρgνµ ∓ ∂µgνρ

)
= 1

2
(
(1∓ 1)∂µgνρ + (1± 1)∂ρgµν − (1∓ 1)∂νgµρ

)
.

The spin connection is denoted by ωµab and is related to Γρµν as:

Γρµν = eρa
(
∂µe

a
ν + ω a

µ be
b
ν

)
. (A.19)

This can be rewritten as:

ω a
µ b = eνb

(
eaρΓρµν − ∂µeaν

)
. (A.20)

The Riemann tensor and its contractions are defined as [24, sec. 7.10]:

R ρ
µν σ := ∂µΓρνσ − ∂νΓρµσ + ΓρµτΓτνσ − ΓρντΓτµσ, (A.21a)
Rµν := R ρ

ρµ ν . (A.21b)

Note that Rµνρσ = Rρσµν and Rµν = Rνµ only when there is no torsion. In that case,
one can also write:

Rµνρσ := ∂ρΓµνσ − ∂σΓµνρ + ΓµρτΓτνσ − ΓµστΓτνρ, (A.22a)
Rµν = Rρµρν . (A.22b)

The Einstein tensor is:
Gµν := Rµν −

1
2 Rgµν . (A.23)

Covariant derivatives The covariant derivative ∇µ always contain all the con-
nections appropriate for the object it acts on. It acts on a scalar f , spinor ψ and
vectors Aa and Aµ, and forms Aµ and Aa as:

∇µf = ∂µf, (A.24a)

∇µψ = ∂µψ + 1
4 ωµabγ

abψ, (A.24b)

∇µAa = ∂µA
ν + ω a

µ bA
b, (A.24c)

∇µAν = ∂µA
ν + ΓνµρAρ, (A.24d)

∇µAa = ∂µAν + ω b
µa Ab, (A.24e)

∇µAν = ∂µAν − ΓρµνAρ. (A.24f)

The Laplacian is defined as:

∆ := gµν∇µ∇ν . (A.25)

It satisfies:

∆(ST ) = S∆T + T∆S + 2∇S · ∇T, (A.26a)
∆
(
f(T )

)
= f ′′(T )(∇T )2 + f ′(T )∆T, (A.26b)

∆(eαφT ) = eαφ
(
∆T + αT

(
α (∇φ)2 +∆φ

)
+ 2α∇φ · ∇T

)
, (A.26c)
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where f is a function (with the prile denoting the derivative with respect to the
argument), T and S are tensor fields, and φ a scalar field. This second relation
follows from:

∆
(
f(T )

)
= gµν∇µ

(
∇νf(T )

)
= gµν∇µ

(
f ′(T )∇νT

)
= f ′′(T )(∇T )2 + f ′(T )∆T.

Combining the first and second equations give:

∆(eαφT ) = eαφ∆T + T∆eαφ + 2∇eαφ · ∇T
= eαφ∆T + α eαφ T

(
α (∇φ)2 +∆φ

)
+ 2α eαφ∇φ · ∇T

We have the anti-commutators:

[∇µ,∇ν ]f = 0, (A.27a)
[∇µ,∇ν ]Aρ = R ρ

µν σA
σ, (A.27b)

[∇µ,∇ν ]ψ = 1
4 Rµνabγ

abψ. (A.27c)

When ∇µ acts on an object with a vector index, we introduce a new covariant
derivative Dµ from which the Levi–Civita connection Γµ for this vector has been
extracted:

Dµ := ∇µ − Γµ. (A.28)

In that case, the Laplacian can be written as:

∆ = 1
√
g
Dµ
(√
ggµν∇ν

)
. (A.29)

Similarly, the divergence of a vector density reads:

∇µ
(√
gvµ

)
= Dµ

(√
gvµ

)
. (A.30)

Given an operator Dx, the Green function G(x, y) is defined as

DxG(x, y) =
δ(x− y)
√
g
− zero-modes (A.31)

A.3 Scalar field

Useful references are [49, 50, app. A, 51].
The scalar conformal Laplacian reads:

∆c := ∆− d− 2
4(d− 1) R. (A.32)

The geodesic distance can be used to extract the singularity of the scalar Green
function [35, p. 15]:

G(x, y) = Greg(x, y)−
1
4π ln ℓ(x, y)2, ∆xGreg(x, y) = 0. (A.33)

This relation is still true if one removes a finite number of modes from the Green
functions, and hence the singularity is related to the large number behavior of modes
and eigenvalues.
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A.4 Fermion field

We have the relation:
γµνRµνρσγ

ρσ = −R. (A.34)

The covariant derivative reads:

∇µ ψ :=
(
∂µ +

1
4 ωµabγ

ab
)
ψ. (A.35)

The covariant derivative of gamma matrices vanishes:

0 = ∇µ γν = ∂µγ
ν + Γνµργρ +

1
4 ωµab[γ

ab, γν ]. (A.36)

The square of the curved Dirac operator /∇ is

/∇2 = ∆− R

4 (A.37)

since

/∇2
ψ = γµγν ∇µ∇ν ψ = (gµν + γµν)∇µ∇ν ψ

= ∆ψ + γµν [∇µ,∇ν ]ψ = ∆ψ + 1
4 γ

µνRµνρσγ
ρσψ,

and using (A.34).
Note that one has:

/∂
2 = γµ∂µ(γν∂ν) = γµγν∂µ∂ν + γµ(∂µγν)∂ν

= γµγν∂µ∂ν − γµγρΓνµρ∂ν −
1
2 γ

µωµγ∗γ
ν∂ν

= gµν(∂µ + Γµ)∂ν −
1
2 γ

µωµγ∗γ
ν∂ν .

The third equality follows from (A.36), the fourth from the index symmetry of the
partial derivatives and Christoffel connection which leads to the symmetrization of
the gamma matrices.

We want to express ∆ more explicitly:

∆ = gµν∂µ∂ν + aµ∂µ + b,

aµ := −gνρΓµνρ +
1
2 ω

µ γ∗,

b := 1
16 g

µνωµων +
1
4 ∂

µωµγ∗ −
1
4 g

νρΓµνρωµγ∗,

(A.38)

which follows from:

∆ψ = gµν∇µ
(
∂ν +

1
4 ωνγ∗

)
ψ

= gµν
(
∂µ +

1
4 ωµγ∗

)(
∂ν +

1
4 ωνγ∗

)
ψ − gµνΓρµν

(
∂ρ +

1
4 ωργ∗

)
ψ.
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Another way to write the Laplacian is to write it as a combination of the identity
and γ∗:

∆ = ∆̃0 12+∆∗ γ∗, ∆̃0 := ∆0+
ω2

16 , ∆∗ :=
1
2 ω ·∂+

1
4 (∂ ·ω)− 1

4 g
νρΓµνρωµ,

(A.39)
where ∆0 = gµν ∇µ ∂ν is the Laplacian scalar.

A quadratic functional integral (in Euclidean signature) for a Dirac fermion ψ
leads to: ∫

dψdψ̄ e−⟨ψ̄,Mψ⟩ = detM, (A.40)

while for a Majorana fermion it leads to∫
dψ e−

1
2 ⟨ψ̄,Mψ⟩ =

√
detM. (A.41)

The effective actions are defined by

WD = −det lnM, WM = −1
2 det lnM. (A.42)

Two dimensions All formulas in this subsection are in Lorentzian space. To
obtain the formulas in Euclidean space, it is sufficient to rescale γ∗ → −iγ∗.

The covariant derivative (A.35) becomes:

∇µ ψ =
(
∂µ +

1
4 ωµγ∗

)
ψ, ωµ := ωµabϵ

ab, (A.43)

using the relation (A.44).
We have the following relation:

γµν = ϵµνγ∗. (A.44)

Equation (A.36) is equivalent to:

0 = ∇µ γν = ∂µγ
ν + Γνµργρ +

1
4 ωµγ∗γ

ν . (A.45)

We have:

∂µ(
√
gγµ) =

√
g

4 /ωγ∗ (A.46)

since

∂µ(
√
gγµ) = (∂µ + Γµ)(

√
gγµ) = −

√
g

4 ωµγ∗γ
µ =
√
g

4 /ωγ∗

where where the first equality follows from (A.30) and the second from (A.36).
This implies:

/∇ = /∂ + 1
4√g ∂µ(

√
gγµ) (A.47)

following from
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A.5 Conformal variations

We provide formulas for a Weyl transformation of the metric:

gµν = e2φĝµν , eaµ = eφêaµ. (A.48)

For references, see for instance [52, app. D, 53, app. G, 16, app. A, 11, sec. 4, 48,
sec. 5.3, app. A].

Gamma matrices and geometry tensors transform as [52, app. D, 11, sec. 4, 16,
app. A] (see also [53, app. G]):

√
g = eDφ

√
ĝ, (A.49a)

γµ = e−φγ̂µ, (A.49b)
Γ ρ
µν = Γ̂ ρ

µν + δρµ ∂νφ+ δρν ∂µφ− ĝµν ∂ρφ, (A.49c)
ωµab = ω̂µab + êµaê

ν
b∂νφ− êµbê

ν
a∂νφ, (A.49d)

R ρ
µν σ = R̂ ρ

µν σ + δρν ∇̂µ∂σφ− ĝνσ ∇̂µ∂ρφ− δρµ ∇̂ν∂σφ+ ĝµσ ∇̂ν∂ρφ
+ δρµ ∂νφ∂σφ− δρν ∂µφ∂σφ+ ĝνσ ∂µφ∂

ρφ− ĝµσ ∂νφ∂ρφ
+ δρν ĝµσ(∂φ)2 − δρµĝνσ(∂φ)2.

(A.49e)

Rµν = R̂µν + (d− 2)
(
∂µφ∂νφ− ĝµν(∂φ)2 − ∇̂µ∂νφ

)
− ĝµν∆̂φ, (A.49f)

R = e−2φ
(
R̂− (d− 1)(d− 2)(∂φ)2 − 2(d− 1)∆̂φ

)
, (A.49g)

Gµν = Ĝµν + (d− 2)
[
∂µφ∂νφ+ d− 3

2 ĝµν(∂φ)2 − ∇̂µ∂νφ+ ĝµν∆̂φ
]
. (A.49h)

The gamma matrix transformation follows from:

γµ = eµaγ
a = e−φ êµaγa = e−φγ̂µ.

For the affine connection, we get:

Γρµν = 1
2 g

ρσ(∂µgνσ + ∂νgµσ − ∂σgµν
)

= Γ̂ρµν +
1
2 e−2φĝρσ

(
ĝνσ∂µe2φ + ĝµσ∂νe2φ − ĝµν∂σe2φ

)
= Γ̂ρµν + δρν ∂µφ+ δρµ ∂νφ− ĝµν ∂ρφ.

Then, (A.19) can be used to find the transformation of the spin connection:

ω a
µ b = eνb

(
eaρΓρµν − ∂µeaν

)
= e−φêνb

(
eφêaρ

(
Γ̂ρµν + δρν ∂µφ+ δρµ ∂νφ− ĝµν ∂ρφ

)
− ∂µ(eφêaν)

)
= ω̂ a

µ b + êνb
(
����êaν ∂µφ+ êaµ ∂νφ− êaρĝµν ∂ρφ−����êaν ∂µφ

)
= ω̂ a

µ b + êaµê
ν
b ∂νφ− ê

ν
bηcdê

c
µê
d
ν ê

aρ ∂ρφ

= ω̂ a
µ b + êaµê

ν
b ∂νφ− êbµê

aρ ∂ρφ.
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For the curvature, we have:

R ρ
µν σ = R̂ ρ

µν σ + ∂µ
(
δρσ ∂νφ+ δρν ∂σφ− ĝνσ ∂ρφ

)
− ∂ν

(
δρσ ∂µφ+ δρµ ∂σφ− ĝµσ ∂ρφ

)
+ Γ̂ρµτ

(
δτσ ∂νφ+ δτν ∂σφ− ĝνσ ∂τφ

)
+ Γ̂τνσ

(
δρτ ∂µφ+ δρµ ∂τφ− ĝµτ ∂ρφ

)
+
(
δτσ ∂νφ+ δτν ∂σφ− ĝνσ ∂τφ

)(
δρτ ∂µφ+ δρµ ∂τφ− ĝµτ ∂ρφ

)
− Γ̂ρντ

(
δτσ ∂µφ+ δτµ ∂σφ− ĝµσ ∂τφ

)
− Γ̂τµσ

(
δρτ ∂νφ+ δρν ∂τφ− ĝντ ∂ρφ

)
−
(
δτσ ∂µφ+ δτµ ∂σφ− ĝµσ ∂τφ

)(
δρτ ∂νφ+ δρν ∂τφ− ĝντ ∂ρφ

)
= R̂ ρ

µν σ +�����δρσ ∂µ∂νφ+ δρν ∂µ∂σφ− ĝνσ ∂µ∂ρφ−�����δρσ ∂µ∂νφ− δρµ ∂ν∂σφ+ ĝµσ ∂ν∂
ρφ

+
(
∂ν ĝµσ − ∂µĝνσ

)
∂ρφ

+����Γ̂ρµσ ∂νφ+����Γ̂ρµν ∂σφ− ĝνσΓ̂ρµτ ∂τφ+����Γ̂ρνσ ∂µφ+ δρµΓ̂τνσ ∂τφ− ĝµτ Γ̂τνσ ∂ρφ
−����Γ̂ρνσ ∂µφ−����Γ̂ρνµ ∂σφ+ ĝµσΓ̂ρντ ∂τφ−����Γ̂ρµσ ∂νφ− δρν Γ̂τµσ ∂τφ+ ĝντ Γ̂τµσ ∂ρφ
+�����
δρσ ∂µφ∂νφ+�����

δρν ∂µφ∂σφ−������ĝνσ ∂µφ∂
ρφ+�����

δρµ ∂νφ∂σφ+ δρµ ∂νφ∂σφ

− δρµĝνσ (∂φ)2 −������ĝµσ ∂νφ∂
ρφ−������ĝµν ∂

ρφ∂σφ+������ĝνσ ∂µφ∂
ρφ

−�����
δρσ ∂µφ∂νφ−�����

δρµ ∂νφ∂σφ+������ĝµσ ∂νφ∂
ρφ−�����

δρν ∂µφ∂σφ− δρν ∂µφ∂σφ
+ δρν ĝµσ (∂φ)2 + ĝνσ ∂µφ∂

ρφ+������ĝµν ∂
ρφ∂σφ− ĝµσ ∂νφ∂ρφ

= R̂ ρ
µν σ + δρν ∂µ∂σφ− ĝνσ ∂µ∂ρφ− δρµ ∂ν∂σφ+ ĝµσ ∂ν∂

ρφ

+ δρµ ∂νφ∂σφ− δρν ∂µφ∂σφ+ ĝνσ ∂µφ∂
ρφ− ĝµσ ∂νφ∂ρφ

+ δρν ĝµσ(∂φ)2 − δρµĝνσ(∂φ)2 +
(
ĝµσΓ̂ρντ − ĝνσΓ̂ρµτ

)
∂τφ+

(
δρµΓ̂τνσ − δρν Γ̂τµσ

)
∂τφ

+
(
∂ν ĝµσ + Γ̂τµσ ĝντ − ∂µĝνσ − Γ̂τνσ ĝµτ

)
∂ρφ

= R̂ ρ
µν σ + δρν ∇̂µ∂σφ− ĝνσ ∇̂µ∂ρφ− δρµ ∇̂ν∂σφ+ ĝµσ ∇̂ν∂ρφ
+ δρµ ∂νφ∂σφ− δρν ∂µφ∂σφ+ ĝνσ ∂µφ∂

ρφ− ĝµσ ∂νφ∂ρφ
+ δρν ĝµσ(∂φ)2 − δρµĝνσ(∂φ)2.

The last line at the penultimate step vanishes because:

ĝντ Γ̂τµσ − ĝµτ Γ̂τνσ = ∂µĝνσ − ∂ν ĝµσ.

Contracting ρ and µ, we get:

Rνσ = R̂νσ + (2− d)∇̂ν∂σφ− ĝνσ ∆̂φ+ (d− 2) ∂νφ∂σφ+ ĝνσ(∂φ)2 + (1− d)ĝνσ (∂φ)2.

Finally, we compute the Einstein tensor transformation:

Gµν = Rµν −
1
2 gµνR

= R̂µν + (d− 2)
(
∂µφ∂νφ− ĝµν(∂φ)2 − ∇̂µ∂νφ

)
− ĝµν∆̂φ

− 1
2 ĝµν

(
R̂− (d− 1)(d− 2)(∂φ)2 − 2(d− 1)∆̂φ

)
= Ĝµν + (d− 2)

(
∂µφ∂νφ− ∇̂µ∂νφ

)
− (d− 2)ĝµν(∂φ)2 − ĝµν∆̂φ

+ (d− 1)
2 (d− 2)ĝµν(∂φ)2 + (d− 1)ĝµν∆̂φ

= Ĝµν + (d− 2)
(
∂µφ∂νφ− ∇̂µ∂νφ

)
+ (d− 2)ĝµν∆̂φ+ (d− 3)

2 (d− 2)ĝµν(∂φ)2.
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Covariant derivatives of fields transform as [11, sec. 4]:

∇µ f = ∇̂µf, (A.50a)
∇µAρ = ∇̂µAρ + δρµA

ν∂νφ+Aρ∂µφ−Aµ∂ρφ, (A.50b)
∇µAν = ∇̂µAν −Aµ∂νφ−Aν∂µφ+ ĝµν Aρ∂

ρφ, (A.50c)

∇µ ψ = ∇̂µψ + 1
2 γ̂µν(∂

νφ)ψ, (A.50d)

/∇ψ = e−φ
(
/̂∇+ d− 1

2 (/̂∂φ)
)
ψ

= e−
d+1
2 φ /̂∇

(
e

d−1
2 φψ

)
.

(A.50e)

The transformations for the Laplacians are [11, sec. 4]:

∆f = e−2φ
(
∆̂ + (d− 2) ∂µφ∂µ

)
f, (A.51a)

∆cf = e−2φ
[
∆̂c +

d− 2
4

(
4 ∂φ · ∂ + (d− 2) (∂φ)2 + 2 ∆̂φ

)]
f

= e−
d+2
2 ∆̂c

(
e

d−2
2 f

) (A.51b)

∆ψ = e−2φ
[
∆̂ + (d− 2)(∂µφ)∇̂µ + γ̂µν(∂νφ)∇̂µ −

d− 1
4 (∂φ)2

]
ψ

= e−2φ
[
∆̂ + (d− 1)(∂µφ)∇̂µ − (/̂∂φ) /̂∇µ −

d− 1
4 (∂φ)2

]
ψ,

(A.51c)

/∇2
ψ = e−2φ

[
/̂∇2 + (d− 1)(∂µφ)∇̂µ − (/̂∂φ) /̂∇+ (d− 1)(d− 3)

4 (∂φ)2 + d− 1
2 ∆̂φ

]
ψ.

(A.51d)

For a vector field, we have:

∇µAρ = ∂µA
ρ + Γ ρ

µν A
ν

= ∂µA
ρ +

(
Γ̂ ρ
µν + δρµ ∂νφ+ δρν ∂µφ− ĝµν ∂ρφ

)
Aν ,

= ∇̂µAρ + δρµA
ν∂νφ+Aρ∂µφ−Aµ∂ρφ.

and similarly for a 1-form:

∇µAν = ∂µAν − Γ ρ
µν Aρ

= ∂µAν +
(
Γ̂ ρ
µν − δρµ ∂νφ− δρν ∂µφ+ ĝµν ∂

ρφ
)
Aρ

= ∇̂µAν −Aµ∂νφ−Aν∂µφ+ ĝµν Aρ∂
ρφ.

For a spinor field, we have:

∇µ ψ = ∂µψ + 1
4 ωµabγ

abψ

= ∂µψ + 1
4
(
ω̂µab + êµaê

ν
b∂νφ− êµbê

ν
a∂νφ

)
γabψ

= ∇̂µψ + 1
2 γ̂µν(∂

νφ)ψ.
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Contracting with γµ, we get [11, sec. 4, 37, sec. 1.4]:

/∇ψ = ∂µψ + 1
4 ωµabγ

abψ

= ∂µψ + 1
4
(
ω̂µab + êµaê

ν
b∂νφ− êµbê

ν
a∂νφ

)
γabψ

= e−φ /̂∇ψ + e−φ

2 γ̂µγ̂µν(∂νφ)ψ

= e−φ /̂∇ψ + d− 1
2 e−φ(/̂∂φ)ψ

= e−
d+1
2 φ /̂∇

(
e

d−1
2 φψ

)
.

where we used:
γµγµν = γµ(γµγν − ηµν) = (d− 1)γν .

The scalar Laplacian transforms as:

∆f = gµν ∇µ ∂νf
= e−2φ ĝµν

(
∇̂µ∂νf − ∂νφ∂µf − ∂µφ∂νf + ĝµν ∂

ρφ∂ρf
)

= e−2φ(∆̂f + (d− 2) ∂φ · ∂f
)
.

The transformation of the conformal Laplacian follows immediately:

∆cf = ∆f − d− 2
4(d− 1) Rf

= e−2φ
[
∆̂ + (d− 2) ∂φ · ∂ − d− 2

4(d− 1)
(
R̂− (d− 1)(d− 2)(∂φ)2 − 2(d− 1)∆̂φ

)]
f

= e−2φ
[
∆̂c +

d− 2
4

(
4 ∂φ · ∂ + (d− 2) (∂φ)2 + 2 ∆̂φ

)]
f

= e−
d+2
2 ∆̂c

(
e

d−2
2 f

)
,

using (A.26).
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This fermion Laplacian transforms as:

∆ψ = gµν ∇µ
(
∇̂νψ + 1

2 γ̂νρ(∂
ρφ)ψ

)
= gµν

(
∇µ ∇̂νψ + 1

2 γ̂νρ(∇µ ∂
ρφ)ψ + 1

2 γ̂νρ(∂
ρφ)∇µ ψ

)
= gµν

[(
∇̂µ∇̂νψ − (∂νφ)∇̂µψ − (∂µφ)∇̂νψ + ĝµν (∂ρφ)∇̂ρψ + 1

2 γ̂µρ(∂
ρφ)∇̂νψ

)
+ 1

2 γ̂νρ
(
∇̂µ∂ρφ+ δρµ ∂σφ∂

σφ+����∂µφ∂
ρφ−����∂µφ∂

ρφ
)
ψ

+ 1
2 γ̂νρ(∂

ρφ)
(
∇̂µψ + 1

2 γ̂µσ(∂
σφ)ψ

)]
= e−2φ

[
∆̂ψ + (d− 2)(∂µφ)∇̂µψ + 1

2 γ̂
µν(∂νφ)∇̂µψ

+ 1
2
(
������
γ̂µν∇̂µ∂νφ−�������

ĝµν γ̂
µν (∂φ)2

)
ψ

+ 1
2 γ̂

µν(∂νφ)∇̂µψ + 1
4 ĝµν γ̂

νργ̂µσ(∂ρφ)(∂σφ)ψ
]

= e−2φ
[
∆̂ψ + (d− 2)(∂µφ)∇̂µψ + γ̂µν(∂νφ)∇̂µψ

− 1
4
(
(d− 2)γργσ + ηρσ

)
(∂ρφ)(∂σφ)ψ

]
= e−2φ

[
∆̂ψ + (d− 2)(∂µφ)∇̂µψ + γ̂µν(∂νφ)∇̂µψ −

d− 2
4 (/∂φ)2ψ − 1

4(∂φ)
2ψ

]
= e−2φ

[
∆̂ψ + (d− 2)(∂µφ)∇̂µψ + γ̂µν(∂νφ)∇̂µψ −

d− 1
4 (∂φ)2ψ

]
.

We have used:

γµργ
µσ = −γρµγµσ = −(γργµ − ηµρ)γµσ

= −(d− 1)γργσ + ηµρ(γµγσ − ηµσ)
= −(d− 1)γργσ + γργ

σ − δσρ
= −(d− 2)γργσ − δσρ ,

and (/∂φ)2 = (∂φ)2.
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We can then consider the square of the Dirac operator:

/∇2
ψ =

(
∆− R

4

)
ψ

= e−2φ
[
∆̂ψ + (d− 1)(∂µφ)∇̂µψ − (/̂∂φ) /̂∇µψ −

d− 1
4 (∂φ)2ψ

]
− e−2φ

4
(
R̂− (d− 1)(d− 2)(∂φ)2 − 2(d− 1)∆̂φ

)
ψ

= e−2φ /̂∇2ψ + e−2φ
[
(d− 1)(∂µφ)∇̂µψ − (/̂∂φ) /̂∇ψ − d− 1

4 (∂φ)2ψ

+ (d− 1)(d− 2)
4 (∂φ)2ψ + d− 1

2 (∆̂φ)ψ
]

= e−2φ /̂∇2ψ + e−2φ
[
(d− 1)(∂µφ)∇̂µψ − (/̂∂φ) /̂∇ψ

+ (d− 1)(d− 3)
4 (∂φ)2ψ + d− 1

2 (∆̂φ)ψ
]
.

A.6 Geometrical functionals

The metric gµν , background metric ĝµν and Liouville mode (conformal factor) φ are
related as:

gµν = e2φĝµν . (A.52)

The Kähler potential K is related to the Liouville field as [54, sec. 2.1]:

K(x) := − 2
A

∫
d2x√g Ĝ(x, y) = − 2

A

∫
d2x

√
ĝ Ĝ(x, y)e2φ(y). (A.53)

It can also be defined as the unique solution to the equation [35]

e2φ = A

Â

(
1 + Â

2 ∆̂K
)

(A.54)

with the condition ∫
d2x

√
ĝ K(x) = 0. (A.55)

The necessity of the first term in the RHS of (A.54) can be seen by integrating
over the surface. [HE: Maybe we can replace the bosonic G(x, y) by the fermionic
trG(x, y).] ⇐ 16

We have the relation [54, sec. 3]:∫
d2x

√
ĝ K∆K = 4

A2

∫
d2x√g

∫
d2x′√g Ĝ(x, x′). (A.56)

[HE: Prove it.] ⇐ 17
The variation of the Liouville mode can be written as:

δφ = δA

2A + A

4 ∆ δK, δ

(
e2φ

A

)
= −1

2 ∆̂K. (A.57)
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The variations of the Liouville, Mabuchi and Aubin–Yau functionals read:

δSL = 2πχ δA
A
− A

4

∫
d2x√g ∆RδK, (A.58a)

δSM = 2δA
A
− A

4

∫
d2x√g δK

(
R− 4πχ

A

)
, (A.58b)

δSAY = 1
A

∫
d2x√g δK. (A.58c)

Let’s guess another normalization for K:

e2φ = A

N0
trD P (x) +

A

2 ∆̂K. (A.59)

Multiplying the RHS by
√
ĝ and integrating over x gives A as necessary. Then we

have:

2δφ e2φ = δA

( 1
N0

trD P (x) +
1
2 ∆̂K

)
+ A

N0
trD δP (x) +

A

2 ∆̂δK

= e2φ δA
A

+ A

N0
trD δP (x) +

A

2 ∆̂δK

such that:
δφ = δA

2A + A

2N0
e−2φ trD δP (x) +

A

2 ∆ δK. (A.60)

[HE: This does not seem very useful.] ⇐ 18

A.7 Heat kernel regularization

Given a matrix M and an elliptic differential operator D with eigenvalues λn ≥ 0
and eigenfunctions ψn, the zeta function is defined by:

ζD,M (s) := tr′(MD−s) :=
∑
n>0

1
λsn
⟨ψn|M |ψn⟩ . (A.61)

The zero-modes are denoted by ψ0,i (i = 1, . . . , k) and corresponds to the eigenvalue
λ0. When M = 1, the index is omitted. When there is no confusion, D is also
omitted. For references, see for example [11].

The determinant of D is then defined by

detD = exp
(
− ζ ′D(0)

)
. (A.62)

The interest of this formula is that it always yield a finite result.
Similarly, one can define a bi-local zeta function

ζD,M (s, x, y) :=
∑
n>0

1
λsn

ψn(x)ψn(y)†. (A.63)

The zeta function is then given by the trace:

ζD,M (s) =
∫

d2x√g ζD,M (s, x, x). (A.64)
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One can rewrite the zeta function thanks to a Mellin transform

ζD,M (s) = 1
Γ(s)

∑
n>0

∫ ∞

0
dt ts−1e−λnt⟨ψn|M |ψn⟩ (A.65a)

= 1
Γ(s)

∫ ∞

0
dt ts−1 tr′

(
Me−tD

)
(A.65b)

= 1
Γ(s)

∫ ∞

0
dt ts−1

[
tr
(
Me−tD

)
− tr

(
MP

)]
. (A.65c)

The convergence of the series is given by Weyl’s asymptotic law:

λn ∼ Cd
(
n

Vol

)2/d
. (A.66)

Hence, the the series converges for s > 2/d and can be analytically extended: the
function then has simple poles at s = d/2, d/2 − 1, . . . , 1, and in particular it is
analytic at s = 0 (for odd dimensions it has also zeros at s ∈ −N).

The heat kernel is defined by:

KD(t, x, y) := e−tD(x, y) (A.67)

where t is called the time. This kernel satisfies the diffusion equation( d
dt +D

)
KD(t, x, y) = 0 (A.68)

with the boundary condition

lim
t→0

KD(t, x, y) =
δ(x− y)
√
g

. (A.69)

The mode expansion is

KD(t, x, y) =
∑
n>0

e−λntψn(x)ψn(y)†. (A.70)

The integrated heat kernel reads

KD(t) =
∫

d2x√g KD(t, x, y) =
∑
n>0

e−λnt. (A.71)

Moreover, the integration over the time yields the Green function

G(x, y) =
∫ ∞

0
dtKD(t, x, y). (A.72)

The short-distance singularity is logarithmic in two dimensions. The heat kernel is
related to the zeta function by

KD(t, x, y) =
∫ ∞

0
dt ts−1ζD(t, x, y), KD(t) =

∫ ∞

0
dt ts−1ζD(x). (A.73)

This kernel has a small time expansion

KD(t, x, y) =
1

(4πt)d/2
e−ℓ(x,y)/4t

(
N∑
n=0

an(x, y) tn +O(tN+1)
)

(A.74)
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where ℓ(x, y) is the geodesic distance between x and y. If the operator D is diagonal
in position then one can evaluate the previous series at x = y

KD(t, x) =
1

(4πt)d/2

(
N∑
n=0

an(x) tn +O(tN+1)
)

(A.75)

This implies in particular that

ζD(0, x, y) =
1
4π a1(x, y), Res ζD(1, x, y) =

1
4π a0(x, y). (A.76)

Note that we have
a0(x) = 1. (A.77)

In order to find the first coefficient a1(x) for a spinor, one can use the following
argument [11, pp. 1473–74]: from dimensional analysis, the coefficient is

a1(− /∇
2) = k R (A.78)

where k is a constant and R is the curvature. First, one can use that

a1(− /∇
2) = −a1(∆1/2) +

R

4 (A.79)

and then the fact that in two dimensions the spinor Laplacian ∆1/2 is locally related
to the scalar Laplacian ∆0 by a similarity transformation

a1(∆1/2) = a1(∆0) +
R

6 . (A.80)

This implies that
a1(− /∇

2) = −R12 . (A.81)

We can introduce a one-parameter operator [11]:

D
(0)
τ =

√
g0√
gτ

eτf†D(0)
0 eτf , (A.82)

where f(x) is a matrix-valued function and gτ is the corresponding metric. Two
standard cases are:

• chiral transformation: f = γ∗, gτ = g0;

• Weyl transformation: f = φ/2, gτ = e2τφg0, see (A.50e).

Note that such relations cannot be written in the massive case. It is obvious that if
ψ0,i are zero-modes of D(0)

τ , then

ψi,τ = e−τfψi,0 (A.83)

are zero-modes of D(0)
τ , and as consequence their number is independent of τ (note

that we use the subscript zero to indicate two things at the same time: that it is a

76



zero-mode, and that it is for τ = 0). The zero-modes obtained in this way are not
orthonormal and we define

κτ,ij := ⟨(ψi,τ )†|ψj,τ ⟩ =
∫

d2x√gτ ψi,τ (x)†ψj,τ (x)

=
∫

d2x√gτ ψi,0(x)†ψj,0(x)e−τ(f+f
†).

(A.84)

Note that the derivative is
d
dτ κτ,ij = −

∫
d2x√gτψi,τ (x)†Fτ (x)ψj,τ (x) (A.85)

where
Fτ (x) = −

1
2

d
dτ ln gτ + f(x) + f(x)†. (A.86)

The inverse of this matrix will be denoted with upper indices κijτ . The projection
can then be written as

Pτ (x, y) =
N0∑
i,j=1

ψi,τ (x)κijτ ψj,τ (y)†. (A.87)

One finds the relation
d
dτ ln detκτ,ij = −

∫
d2x√gτ Fτ (x)Pτ (x). (A.88)

For D = D
(0)
τ defined as (A.82) one has (we removed the index τ to have cleaner

expressions)
d
dτ ζD(0)(s) = −2s ζD(0)2,F (s) (A.89)

where F was defined in (A.86). Then this implies that

d
dτ ln

′
detD(0) = ζD(0)2,F (0) =

∫
d2x√g F (x)

[
1

(4π)d/2
ad/2(x,D(0)2)− P (x)

]
.

(A.90)
Combining this with (A.88)

d
dτ ln det′D(0)

detκ = 1
4π

∫
d2x√g F (x)ad/2(x,D(0)2). (A.91)

[HE: in [11, app. B] another regularization for the Green function is given.] ⇐ 19

A.8 Comments

In isothermal coordinates gµν = e2φ(z)|dz|2, the geodesic distance satisfies [54, sec. 2]:

ℓg(z, z′) = ln |z − z′|+O(1). (A.92)

We have:
ℓ(x, x) = 1. (A.93)

[48, sec. 5]

Gζ(x) := lim
x→y

[
G(x, y)− a0(x, y)

4π2ℓ(x, y)2
]
. (A.94)
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[48, sec. 5]

δ

(
a0(x, y)
ℓ(x, y)2

)
= −

(
δφ(x) + δφ(y)

) a0(x, y)
ℓ(x, y)2 + 1

2 ∆δφ+O(ℓ). (A.95)

This implies
δGζ(x) = −2δφGζ −

1
48π ∆δφ. (A.96)

For a discussion of spin structure and global aspects for fermions, see [47,
sec. 5.6.4].

Given the scalar Green function, G(x, y), the Robin mass m(x) is defined as the
“constant” term in the expansion of the Green function for ℓ(x, y)→ 0 [41, 42, 44,
45]:

G(x, y) = 1
2π ln ℓ(x, y)2 +m(x) +O

(
ℓ(x, y)2

)
. (A.97)

It’s integral over the surface is a spectral invariant:

M :=
∫

d2x√gm(x). (A.98)

The Robin mass changes as [44]:

m(x) = m̂(x) + φ(x)
2π −

2
A

(Ge2φ)(x)− 1
A2

∫
d2y√ye2φ(Ge2φ)(x) (A.99)

Note that the regularized Green function at coincident point precisely equal the
Robin mass. It is related to the regularized ζ-function up to a constant [41, 42, 44,
45].

In [45, thm. 4, p. 160], there is a general formula for the variation of ζ(1) associated
to an operator D with N0 zero-modes:

ζ̃R,g(1)−ζ̃R,ĝ(1) =
∫ ∞

0
dt (e2φ−1) trKg(t)+

2
AS2

∫
d2x

√
ĝ φe2φ−N0

A

∫
d2x

√
ĝ (e2φ−1)D−1e2φ−1,

(A.100)
where K(t) is the heat kernel for the operator D.

B Fermions

References on Dirac matrices are [19, app. 7.5, 8.5, 24, chap. 2, 3, 55] (see also [15,
16, 33, 56, 57]). In this appendix, we consider the groups SO(p, q) with metric
η = diag(−1q, 1p) such that d = p+ q = 2.

B.1 Gamma matrices

The Dirac matrices γµ satisfy a Clifford algebra associated to the group SO(p, q):

{γµ, γν} = 2ηµν . (B.1)

Matrices squaring to +1 (−1) are called spacelike (timelike): the latter can be
obtained by multiplying with i the corresponding spacelike matrices from the case
SO(p+ q).
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The only non-trivial antisymmetric product of Dirac matrices is:

γµν := 1
2 [γµ, γν ]. (B.2)

It is traceless. Its commutator with γµ is:

[γµν , γρ] = ηνργµ − ηµργν . (B.3)

All together the 4 matrices {1, γµ, γµν} generate a finite group. Every represen-
tation of a finite group can be made unitary through a similarity transformation.
It follows from the Clifford algebra that all matrices squaring to +1 (resp. −1) are
Hermitian (resp. anti-Hermitian). We define the matrix γ̂ such that

(γµ)† =: (−1)q γ̂γµγ̂−1. (B.4)

We deduce that:
(γµν)† = −γ̂γµν γ̂−1. (B.5)

The matrix satisfies the following properties:

γ̂−1 = γ̂† = (−1)q(q+1)/2 γ̂. (B.6)

Lorentz group The matrix γµν correspond to the generators

Mµν := α

2 γ
µν . (B.7)

of the SO(p, q) group

[Mµν ,Mρσ] = α
(
ηµσMνρ − ηµρMνσηνρMµσ − ηνσMµρ) (B.8)

where α is some normalization (α = −i in [19], α = 1 in [24]). According to (B.3),
γµ transforms appropriately as a vector.

Chirality matrix In even dimensions, one can also define a chirality matrix γ∗:

γ∗ := η∗ i1−q γ0γ1 = η∗ iq+1 γ0γ1, (B.9)

where η∗ = ±1 is a normalization sign. For example, in [24, chap. 3], η∗ = (−1)d/2 =
−1. It has the following properties:

γ2∗ = 1, (γ∗)† = γ∗, {γ∗, γµ} = 0. (B.10)

The factor is chosen such that it squares to 1 (the other properties follow from the
definition of the gamma matrices).

We have:
γµν = −η∗iq+1 ϵµνγ∗. (B.11)

using εµνεµν = (−1)q2.
The projectors on left (plus) and right (minus) chiralities are defined by:

P± := 1
2(1± γ∗). (B.12)
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Equivalent representations Two representations γµ and γ′µ of the Clifford
algebra (i.e. an explicit matrix representation for the gamma matrices) are said to
be equivalent if there is an intertwiner matrix U such that

γ′µ = UγµU−1. (B.13)

In order to preserve the unitarity of the representation (along with the Hermiticity
condition), U must be unitary. It is straightforward to check that −γµ, ±(γµ)t and
±(γµ)∗ also satisfy the Clifford algebra (B.1) and the question is whether those are
equivalent to γµ. First, the representations −γµ and γµ are equivalent only in even
dimensions

−γµ = γ∗γ
µγ∗ (B.14)

owing to the existence of the chirality matrix.

Charge conjugation matrix The charge conjugation matrices C± are defined as
the interwiners for the transpose matrices

(γµ)t =: −η CηγµC−1
η , η = ±1. (B.15)

Taking a second time the transpose leads to the condition

Ct = −ϵC, ϵ = ±1. (B.16a)

As expected, the matrix C is unitary:

C† = C−1. (B.16b)

One finds also
C∗ = −ϵC−1. (B.16c)

Note that in general C2 ̸= 1 but it is possible to find a representation where this is
true.

One can see that
(γ∗)t = −Cηγ∗C−1

η (B.17)
which implies

C−η = Cηγ∗. (B.18)
We also have

γ̂t = ηq Cηγ̂
−1C−1

η = (−1)q(q+1)/2ηq Cηγ̂C
−1
η . (B.19)

More generally one has that each combination Cγ[r] is symmetric or antisymmetric

(Cγ[r])t = −tr Cγ[r], (B.20)

where the signs are:

t0 = ϵ, t1 = −ϵ η, t2 = −t0. (B.21)

In particular for r = 2 one finds

(Cγµν)t = t0Cγ
µν

Due to the fact that t0t1 = ±1, in even dimensions one possibility is when t0 and
t1 have the same sign, another one is when they are opposite. The possible signs are:{

t0 = −1, t1 = −1,
t0 = 1, t1 = −1,

=⇒
{
ϵ = −1, η = −1,
ϵ = 1, η = 1.

(B.22)
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Reality matrix Similarly, we define the matrices Bζ to be the interwiner for the
conjugate matrices

(γµ)∗ =: ζ BζγµB−1
ζ , ζ = ±1. (B.23)

Taking the transpose and requiring equality with (B.4) give the conditions:

ζ = −(−1)q η, Bt
ζ = ξ Cηγ̂

−1. (B.24)

The number ξ is a normalization such that |ξ| = 1 (this condition is necessary for
having a unitary B) that is not determined: generic choices are ξ = 1 [19, 55] and
ξ = i [24]. Then, one can take the transpose of the above relation to find

Bζ = −ξϵηq Cηγ̂. (B.25)

This also shows that B is unitary since C and γ̂ are unitary. The expressions for γ̂∗
and (γ∗)∗ can be deduced by using their Hermiticity properties:

γ̂∗ = (−1)q(q+1)/2γ̂t, (γ∗)∗ = γt∗. (B.26)

Finally, we find that
BζB

∗
ζ = −(−1)q(q+1)/2 ϵ ηq. (B.27)

Note that if the basis is changed according to (B.13) then

C ′ = U−1tCU−1, B′ = U−1tBU−1. (B.28)

B.2 Spinors

In this section the indices on the B and C matrices are removed if not necessary.

Co-spinor A Dirac spinor Ψ is a (often reducible) 4-dimensional complex repre-
sentation of the Clifford algebra which transforms as a vector under SO(p, q)

Ψ ∈ C2, δΨ = − 1
2α ωµνM

µνΨ = −1
4 ωµνγ

µνΨ, (B.29)

the Mµν being the generators (B.7) of the Clifford algebra and ωµν the parameters
of the transformation. The components of the spinor are denoted by Ψa. Note that
the components of different spinors anticommute. Moreover, one should decide if
taking the complex conjugation of a product reverses the order or not

(ΨaXb)∗ = ±X∗
bΨ∗

a, (B.30)

the sign + is chosen in [24].
Complex conjugation doesn’t act naturally on spinors. For this reason, it is

convenient to introduce the charge conjugation

Ψc := B−1Ψ∗ (B.31)

which also acts on matrices by

M c := B−1M∗B. (B.32)
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In particular, Ψc transforms in the same way as Ψ

δΨc = −1
4 ωµνγ

µνΨc. (B.33)

Of particular importance are the relations

(γµ)c = −η(−1)qγµ, γc∗ = (−1)q+1 γ∗. (B.34)

An important relation satisfied for two spinors Ψ1 and Ψ2 is the so-called Majorana
flip relation

Ψ̃1γ
µ1 · · · γµnΨ2 = −(−1)nηnϵ Ψ̃2γ

µn · · · γµ1Ψ1. (B.35)

By introducing co-spinors, it becomes possible to construct bilinears which results
from the contraction of a co-spinor and a spinor, with possible insertions of gamma
matrices. These bilinears will transform as (pseudo)tensors of the group SO(p, q).

The simplest co-spinor can be obtained using the Hermitian conjugation: the
Dirac conjugate Ψ̄ of a fermion Ψ is defined by

Ψ̄ := Ψ†γ̂. (B.36)

The Dirac conjugate transforms as

δΨ̄ = 1
4 ωµν Ψ̄γ

µν . (B.37)

This implies that Ψ̄1Ψ2 transforms as a scalar

δ(Ψ̄1Ψ2) = 0. (B.38)

This leads to the definition of the Majorana conjugate as

Ψ̃ := ΨtC. (B.39)

One can note that it is proportional to the charge conjugate of the Dirac conjugate

Ψ̄c = −ξϵηq(−1)q(q+1)/2ΨtC = −ξϵηq(−1)q(q+1)/2 Ψ̃. (B.40)

One can check that it transforms in the same way as Ψ̄

δΨ̃ = 1
4 Ψ̃γµν . (B.41)

Next one can look for irreducible representations: one can apply different projec-
tions on the spinors using the chirality and charge conjugation matrix. In table 1 we
summarize the different irreducible representations discussed below.

Chiral components and Weyl (or chiral) spinors We define

ΨA := CABΨB =
(
ψα

ψα̇

)
. (B.42)

where CAB are the components of Ct. Components are lowered with C−1 of compo-
nents CAB:

ΨA := ΨBCBA. (B.43)
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HH
HHHHd

q 0 (Euclidean) 1 (Minkowskian) 2

type # type # type #
2 M− 2 MW 1 M+ 2

Table 1: Irreducible representations of the SO(p, q) Clifford algebra. M stands for
Majorana, MW for Majorana–Weyl. A sign indicates if only one of the charge
conjugation matrix C± is allowed.

The left-handed (positive chirality) Ψ+ and right-handed (negative chirality) Ψ−
parts of a spinor Ψ are defined by

Ψ± := P±Ψ. (B.44)

The chiral parts satisfy

γ∗Ψ± = ±Ψ±, P∓Ψ± = 0. (B.45)

A Dirac spinor can be written as the sum of its positive and negative helicities

Ψ = Ψ+ +Ψ− = P+Ψ+ P−Ψ. (B.46)

The Weyl representation is a basis where

Ψ+ =
(
ψ+
0

)
, Ψ− =

(
0
ψ−

)
, (B.47)

which implies that γ∗ is diagonal with

γ∗ =
(
1 0
0 −1

)
. (B.48)

The chiral components of the Dirac conjugate are obtained by

Ψ̄± = Ψ̄P∓. (B.49)

Similarly, the chiral components of the Majorana conjugate are

Ψc
± = ΨcP∓. (B.50)

A Weyl spinor is a Dirac spinor which is restricted to one of the two chiralities
and has two time less components:

Ψ = Ψ±, Ψ∓ = 0. (B.51)

Note that chirality is preserved by Lorentz transformations since [γ∗, γµν ] = 0.

Majorana spinor A Majorana spinor ψ is a spinor with a reality condition which
reduces the number of components by half:

Ψ∗ = αBΨ, (B.52)
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where α is a constant of proportionality. This is equivalent to say that the Dirac and
Majorana conjugates are proportional

Ψ̃ = α−1Ψ̄. (B.53)

The Majorana condition is consistent only if it is an involution, then iterating
the previous equation leads to the condition

|α|2BB∗ = 1. (B.54)

Using (B.27) this gives the two conditions

|α| = 1, −(−1)q(q+1)/2 ϵ ηq = 1, (B.55)

the first one following because the modulus of the second part is already 1, so the
factor can only be a phase. As a result one finds that the Majorana condition is
possible in the following case{

p− q = 0
p− q = 2 mod 8 −η = 1.

(B.56)

The Majorana representation is the one where the components of Ψ are real

Ψ∗ = Ψ, C = −ϵαξ−1ηq(−1)q(q+1)/2γ̂. (B.57)

The Dirac matrices are then either real or purely imaginary depending on which
C± is used. For example in Euclidean signature C− (resp. C+) leads to real (resp.
imaginary) matrices, whereas in Lorentzian signature C+ (resp. C−) leads to real
(resp. imaginary) matrices.

Majorana–Weyl spinor One can also try to impose both the Majorana and Weyl
conditions. This is possible only if the chirality matrix is preserved by the charge
conjugation, which leads to the condition

q = 1, (B.58)

using (B.34).

B.2.1 Kinetic and mass terms

In this subsection, we consider Lagrangians.

Dirac terms The Dirac kinetic term is:

KD = iq+1 Ψ̄/∂Ψ, (B.59)

and it is Hermitian up to total derivative terms:

K†
D = KD. (B.60)

The Dirac mass terms is built from two pieces

MD = iq(q+1)/2m Ψ̄Ψ + iq(q+3)/2m′ Ψ̄γ∗Ψ. (B.61)
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The mass term is Hermitian:
M †
D =MD. (B.62)

Let’s consider a Weyl spinor of positive chirality γ∗Ψ = Ψ, then one finds that

KD = 0, q = 0 mod 2 (B.63)

since
Ψ̄/∂Ψ = −(−1)q Ψ̄/∂Ψ.

Hence, one can have Weyl fermions only by introducing several of them and having
crossed kinetic terms. Similarly, the mass term satisfies

MD = 0, q = 1 (B.64)

from
Ψ̄Ψ = (−1)q Ψ̄Ψ.

Note that the kinetic and mass terms are trivial for Majorana fermions if there
components are not anticommuting.

Majorana terms The Majorana kinetic term is (the integral is implicit)

KM = iq+1 Ψ̃/∂Ψ. (B.65)

This kinetic term has no specific reality property (except obviously for a Majorana
fermion). Similarly the mass term is

MM = m Ψ̃Ψ +m′ Ψ̃γ∗Ψ. (B.66)

Let’s consider a Weyl spinor of positive chirality γ∗Ψ = Ψ, then one finds that

KM ̸= 0. (B.67)

Hence, in the cases where the Dirac kinetic vanishes one can use a Majorana kinetic
term instead. Similarly, the mass term satisfies

MM = 0 (B.68)

from
Ψ̃Ψ = −Ψ̃/∂Ψ.

B.3 Summary

The matrices γ̂, γ∗, B and C are defined by the relations:

γ∗ = η∗ iq+1 γ0γ1, η∗ = ±1, (B.69a)
Bζ = −ξϵηq Cηγ̂, ξ ∈ U(1), (B.69b)

−γµ =: γ∗γµγ∗, (B.69c)
(γµ)† =: (−1)q γ̂γµγ̂−1, (B.69d)

(γµ)t =: −η CηγµC−1
η , η = ±1, (B.69e)

(γµ)∗ =: ζ BζγµB−1
ζ , ζ = ±1, (B.69f)
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The relations between the different signs are:

t0 = ϵ, t1 = −ϵ η, t2 = −t0, ζ = −(−1)qη. (B.70a)

The possible signs are:{
t0 = −1, t1 = −1,
t0 = 1, t1 = −1,

=⇒
{
ϵ = −1, η = −1,
ϵ = 1, η = 1.

(B.71)

We consider only t1 = −1 to allow for (pseudo-) Majorana spinors [24, p. 56].
Different relations are:

γ2∗ = 1, {γ∗, γµ} = 0, (γ∗)† = γ∗, (γ∗)t = −Cηγ∗C−1
η , (B.72a)

γ̂−1 = γ̂† = (−1)q(q+1)/2 γ̂, (B.72b)
γ̂t = (−1)q(q+1)/2ηq Cηγ̂C

−1
η , γ̂∗ = (−1)q(q+1)/2γ̂t, (B.72c)

γµν = −η∗iq+1 ϵµνγ∗, (B.72d)
(γµν)† = −γ̂γµν γ̂−1, (B.72e)

BζB
∗
ζ = −(−1)q(q+1)/2 ϵ ηq, (B.72f)
C−η = Cηγ∗, (B.72g)

C† = C−1, C∗ = −ϵC−1, Ct = −ϵC, ϵ = ±1, (B.72h)
Ct = −t0C, (Cγµ)t = −t1Cγ[r], (Cγµν)t = t0Cγ

µν , (B.72i)
(Cγ̂)t = Cγ̂, (Cγ∗)t = t0Cγ∗. (B.72j)

The definitions γ∗ and γ̂ in terms of γµ matrices are representation-independent:
this is not the case of B and C. This explains why we don’t use A for γ̂.

C Temporary computations

C.1 Conformal variation of projector

Pg,xy = e−
1
2 (φx+φy)Ag,xy (C.1)

δAxy = −
∫

d2z√g δφz PxzPzy. (C.2)

∫
d2z√g Pg,xzPg,zy = e−

1
2 (φx+φy)

∫
d2z

√
ĝ eφzAg,xzAg,zy

= e−
1
2 (φx+φy)Ag,xy

Ag,xy =
∫

d2z
√
ĝ eφzAg,xzAg,zy (C.3)

Pĝ,xy = e
φy
2

∫
d2z

√
ĝ e

3
2φzPĝ,xze−

1
2 (φz+φy)Ag,zy

=
∫

d2z
√
ĝ eφzPĝ,xzAg,zy
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∫
d2z

√
ĝ eφzPĝ,xzAg,zy =

∫
d2z

√
ĝ eφz

∫
d2w

√
ĝ eφwPĝ,xwAg,wzAg,zy

=
∫

d2z
√
ĝ eφz

∫
d2w

√
ĝ eφwPĝ,xzAg,zwAg,wy

The variation of the projector (3.82) reads:

δPxy = −
1
2
(
δφx + δφy

)
Pxy −

∫
d2z√g δφz PxzPzy. (C.4)

Let’s make the following ansatz:

Pg,xy =
∫

d2z
√
ĝ e−α1φx−α2φy−α3φzPĝ,xzPĝ,zy. (C.5)

∫
d2w√g Pg,xwPg,wy

=
∫

d2w
√
ĝ e2φw

∫
d2z

√
ĝ
∫

d2z′
√
ĝ e−α1φx−α2φw−α3φze−α2φy−α1φw−α3φz′

× Pĝ,xzPĝ,zw Pĝ,wz′Pĝ,z′y

= e−α1φx−α2φy
∫

d2z
√
ĝ
∫

d2z′
√
ĝ e−α3φz−α3φz′

∫
d2w

√
ĝ e(2−α1−α2)φw

× Pĝ,xzPĝ,zw Pĝ,wz′Pĝ,z′y

The integrated form of (3.82) is:

Pg,xy =
∫

d2z
√
ĝ e−

φx
2 Pĝ,xz e−φzPĝ,zy e−

φy
2 . (C.6)

The infinitesimal form is recovered after using (3.84) for Pĝ. Let’s prove that P 2
g = Pg

if P 2
ĝ = Pĝ, see (3.84):∫

d2w√g Pg,xwPg,wy

=
∫

d2w
√
ĝ e2φw

∫
d2z

√
ĝ
∫

d2z′
√
ĝ e−

φx
2 −φw

2 −φzPĝ,xzPĝ,zw e−
φy
2 −φw

2 −φz′Pĝ,wz′Pĝ,z′y

= e−
φx
2 −φy

2

∫
d2w

√
ĝ eφw

∫
d2z

√
ĝ e−φz

∫
d2z′

√
ĝ e−φz′ Pĝ,xzPĝ,zw Pĝ,wz′Pĝ,z′y.

C.2 Scalar effective action

In [40, p. 11] and [35, sec. 3.2.5], they proceed by computing δGζ in terms of δK.
For the scalar case, one finds the relation:

G̃g(x, y)− G̃ĝ(x, y) =
1
2
(
K(x) +K(y)

)
− SAY[g, ĝ]. (C.7)

This relation can be proved by check that Gg satisfies the Green equation if Gĝ does,
and that it is correctly orthogonal to the zero-mode projector. This can also be
obtained from the infinitesimal form:

δG̃(x, y) = 1
2
(
δK(x) + δK(y)

)
−
∫

d2x√g δK, (C.8)
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which can be obtained by simplifying (4.32). This gives:

G̃g,ζ(x)− G̃ĝ,ζ(x) =
φ(x)
2π +K(x)− SAY[g, ĝ]. (C.9)

Then, they obtain the difference for the integrated Green function with an additional
factor of 1/A:

ΨG[g]
A
− ΨG[ĝ]

Â
= 1

8π

∫
d2x

√
ĝ

[ 4
A
φ e2φ − 2πK∆̂K − 4πK ∆̂G̃ĝ,ζ(x)

]
. (C.10)

The Laplacian of the Green function was found to be:

∆Gg,ζ =
R

4π −
2
A

+ (2− χ)
√
gc

g
, (C.11)

where gc is the canonical metric. This finally gives:

ΨG[g]
A
− ΨG[ĝ]

Â
= 1

8π SM[g, ĝ] +
(
1− χ

2

) (
SAY[g, ĝ]−

∫
d2x√gcK(x)

)
. (C.12)

C.3 Trace of Green function

[HE: Equations below are wrong because assumed that ∆ is proportionnal to the
identity which is not true.] ⇐ 20

We want to understand how the trace of the Green function G̃(x, y) behaves.
Let’s define the normalized trace of the Green function and projector:

g̃(x, y) := 1
2 trD G̃(x, y), p(x, y) := 1

2 trD P (x, y). (C.13)

Taking the trace of (3.101b), we find:

(
−∆+ R

4 +m2
)
g̃(x, y) = δ(x− y)

√
g
− p(x, y), (C.14)

where ∆ is the scalar Laplacian. Denoting the Green function Γ(x, y) for the scalar
Laplacian with mass and the corresponding projector Π(x, y) over its single-zero
mode:

(−∆+m2)Γ̃(x, y) = δ(x− y)
√
g
−Π(x, y),

∫
d2z√gΠ(x, z)Γ(z, y) = 0, (C.15)

we can obtain an integral equation for g̃(x, y):

g̃(x, y) =
∫

d2y√g Γ(x, z)
(
δ(z − y)
√
g
− R(z)

4 g̃(z, y)− p(z, y)
)
+
∫

d2z√gΠ(x, z)g̃(z, y)

= Γ(x, y)−
∫

d2y√g Γ(x, z)
(
R(z)
4 g̃(z, y) + p(z, y)

)
+
∫

d2z√gΠ(x, z)g̃(z, y).

[HE: Can we simplify this further? If not, we would have to study the properties of
the Green functions for −∆+ αR in general.] ⇐ 21

[HE: Can we compute ∆g̃ζ(x)?] ⇐ 22
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C.4 Gravitational action

C.4.1 Large mass expansion

In the large mass limit we can use (??) to rewrite the last term of (??) as∫ ∞

0

dt
t

(
K̃

(0)
g (t)− K̃(0)

ĝ (t)
)
= ζ̃

(0)
g (0)− ζ̃(0)ĝ (0) = − 1

24π

∫
d2x

(√
g R−

√
ĝ R̂

)
. (C.16)

This vanishes if the Liouville mode is smooth because the integral of R is a topological
invariant.

The large mass limit of the Green function reads

m2G̃ζ(x) = m2 lim
s→1

(
µ2s−2ζ̃(s, x, x)− I2

4π(s− 1)

)
(C.17)

= m2 lim
s→1

µ2s−2 ∑
n̸=0

Ψn(x)Ψ†
n(x)

(m2 + Λ(0)
n )s

− I2
4π(s− 1)

 (C.18)

∼
∑
n̸=0

Ψn(x)Ψ†
n(x) = ζ̃(0, x, x) (C.19)

since
1

(m2 + Λ(0)
n )s

= 1
m2s

1
(1 + Λ(0)

n /m2)s
∼ 1
m2s

(
1− Λ(0)

n

m2 s

)
. (C.20)

Then we find

m2
∫
d2x trD

(√
g G̃g,ζ(x)−

√
ĝ G̃ĝ,ζ(x)

)
∼
∫

d2x trD
(√
g ζ̃g(0, x, x)−

√
ĝ ζ̃ĝ(0, x, x)

)
= ζ̃g(0)− ζ̃ĝ(0) = ζ̃

(0)
g (0)− ζ̃(0)ĝ (0).

(C.21)

This is the same result as the other term and it would vanish if the Liouville mode is
smooth.

C.4.2 Torus with even spin structure

On the torus there are two real zero-modes (??). For a solution which is not
normalised, the normalization matrix reads

κ[g] = 1
A

(
1 0
0 1

)
(C.22)

such that
−1
2 ln det κ[g]

κ[ĝ] = ln A
Â
. (C.23)
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